
Variational Quantum Monte Carlo energetics of atoms and small molecules

Michael Hutcheon

Cavendish Laboratory, Department of Physics, J J Thomson Avenue, Cambridge. CB3 0HE

Abstract

The variational quantum Monte Carlo method is explained, implemented and tested on a series of small molecular and
atomic systems. The trial many-body electronic wavefunctions used are constructed from single-particle electronic
states which are expanded in an atomic basis set. These single-particle states are antisymmetrized using a Slater
Determinant and a Jastrow factor is included to recover correlation effects. The variational energies of the ground
state and several exited states of hydrogen are calculated and can be made to match the known value to arbitrary
precision. Simple models of bonding in the H+

2 ion and H2 molecule are proposed and found to produce sensible
results. The effects of the breakdown of Metropolis sampling for large bond lengths is also investigated for these
models. Trial wavefunctions for Helium are proposed and optimized, leading to a variational energy within 1% of the
known energy. Energies are calculated using crude trial wavefunctions for Lithium, Beryllium and Boron and found
to be very reasonable, with a maximum error of 5%. Throughout, sources of error are investigated and typically the
accuracy of our calculations is found to be limited by the approximate basis set expansion of our electronic state. The
diffusion Monte Carlo method is proposed as a way to reduce this dependence on the basis set. Despite near perfect
parallelization, further optimization of the code would be required to produce results in a sensible timescale for larger
systems.
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1. Introduction

Accurate calculations of the energetics of interacting
electronic systems allows us to predict and explain the
behaviour of a wide variety of materials, from small
molecules to infinite crystalline systems. Traditionally
solving the Scrödinger equation for a system of N inter-
acting electrons in an arbitrary potential is considered
an insurmountable task as it amounts to solving a par-
tial differential equation in 3N dimensions; instead so-
phisticated approximate methods are employed (density
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functional theory, configuration interaction etc.). How-
ever, as computing power increases and handling high-
dimensional objects becomes more and more approach-
able, calculations directly involving many-body wave-
functions become possible. These calculations make
use of stochastic sampling to efficiently deal with such
high-dimensional objects directly; as a result they are
collectively known as Quantum Monte Carlo calcula-
tions. Such methods have been used to simulate sys-
tems containing up to a thousand electrons and can ob-
tain chemical accuracy ( 0.04eV per molecule) in the
energies of small systems [1].

In the current work, we focus on the simplest of these
methods, variational quantum Monte Carlo (VQMC).
VQMC evaluates the variational energy EV of a given
trial wavefunction |ψT 〉, using a stochastic integration
method to evaluate EV = 〈ψT | Ĥ |ψT 〉 directly. Once the
capability to evaluate EV has been realized, we can then
optimize our trial wavefunction to minimize EV and ap-
proach the quantum mechanical ground state. The main
drawback of VQMC is the reliance on the availability
of good trial wavefunctions. As a result of this, VQMC
is often used as a preliminary step for the more accu-
rate diffusion Monte Carlo (DMC) method; where the
optimized VQMC wavefunction is used to inform the
evolution of a set of stochastic walkers which eventu-
ally settle down into the approximate ground state elec-
tron density. These walkers remove the dependence on
our parameterization of the wavefunction, as they can
settle down into arbitrary distributions. The optimized
VQMC wavefunction is typically used to fix the nodal
surface (zero crossings) of the DMC wavefunction, in
what is known as the fixed node approximation.

While quantum Monte Carlo methods are more
expensive than traditional methods such as density-
functional theory; they provide a complimentary ap-
proach that could potentially resolve the shortcomings
of traditional methods. DMC in particular goes a long
way to removing the dependence on traditional basis set
expansions (plane waves, atomic orbitals etc.), which
allows recovery of 90-95% of the correlation energy in
many-body systems; enough to predict cohesive ener-
gies, barrier heights and similar quantities to within a
few percent of experiments [2].

2. Monte Carlo methods

2.1. Monte Carlo integration

The canonical example of Monte Carlo sampling
methods is the evaluation of multidimensional integrals

of the form ∫
f (R)p(R)dR (1)

Where p(R) is a normalized probability distribution sat-
isfying

∫
p(R)dR = 1 and p(R) ≥ 0. We see that, at

points where p(R) is large, the value of f (R) contributes
more to the integral; as a result p(R) is often referred to
as an importance function. In principle integrals of the
form (1) can be evaluated by carrying out an infinite
sum: ∫

f (R)p(R)dR = lim
M→∞

1
M

∑
R∈{R}p

f (R) (2)

Where {R}p is a set of M samples drawn from the distri-
bution p(R). In order to carry out these integrals in finite
time we make the approximation that, for large M,∫

f (R)p(R)dR ≈
1
M

∑
R∈{R}p

f (R) (3)

We can then carry out the finite sum in (3) to obtain a
numerical approximation to the integral in (1).

2.2. The metropolis algorithm

In Monte Carlo methods it is often necessary to draw
samples from a distribution which is quite complicated
(for example to generate {R}p from p(R) in equation
3). In order to do this we employ the Metropolis al-
gorithm. This algorithm constructs a sequence of sam-
ples {R1,R2, ...,RN}p drawn from the distribution p(R)
by following a random walk:

1. Start the walker at a random position R.
2. Generate a new position RT from some transition

probability density function T (R→ RT ).
3. Accept the trail move (set R = RT ) with probabil-

ity

A(R→ RT ) = min
(
1,

T (RT → R)p(RT )
T (R→ RT )p(R)

)
(4)

4. Add R to our sample set.
5. loop steps 2→ 4 until N samples are generated.

In order to sample as efficiently as possible, the trial
move transition probability T (R → RT ) should be cho-
sen to maximize the proportion of trial moves which are
accepted (the acceptance). We see that the best choice
would be T (R → RT ) = p(RT ), leading to A(R →

RT ) = 1 and 100% acceptance, but this would involve
sampling trial moves directly from p(R), the very prob-
lem we are trying to solve! In practice T (R → RT ) is

2



chosen from a subset of transition probabilities which
are easily sampled.

As can be readily seen from equation (4), the
Metropolis algorithm is insensitive to the normalization
of our distribution p(R) (any normalization factor would
simply cancel out in the division p(RT )/p(R)). This is
an important advantage of the Metropolis algorithm as
we may not know, or may not wish to calculate, the nor-
malization of the distribution we are attempting to sam-
ple. This is often the case for complicated distributions
in high-dimensional spaces (e.g many-body quantum-
mechanical wavefunctions).

A demonstration that the choice of acceptance prob-
ability in (4) produces samples distributed according to
p(R) is given in [1] and reproduced here: Consider a
large number of walkers all evolving according to the
Metropolis algorithm. We assume that, after some equi-
libration period, the walkers settle down to a unique
steady state distribution n(R) so that the average num-
ber of walkers in the volume element dR is n(R)dR.
The average number of walkers moving from volume
element dR to dR′ in a single move will be:

A(R→ R′)T (R→ R′)n(R)dRdR′ (5)

In equilibrium this must be balanced by the number
moving from dR′ to dR =⇒

A(R→ R′)T (R→ R′)n(R)dRdR′ =

A(R′ → R)T (R′ → R)n(R′)dR′dR (6)

Hence
n(R)
n(R′)

=
A(R′ → R)T (R′ → R)
A(R→ R′)T (R→ R′)

(7)

By the choice of acceptance probability in (4) we have

A(R′ → R)
A(R→ R′)

=
T (R→ R′)p(R)
T (R′ → R)p(R′)

(8)

So that our equilibrium distribution satisfies

n(R)
n(R′)

=
p(R)
p(R′)

(9)

The equilibrium distribution n(R) is therefore propor-
tional to p(R), and probability of finding any given
walker in dR is then p(R)dR as required.

3. Variational quantum Monte Carlo

3.1. Introduction
Variational quantum Monte Carlo (VQMC) is the

simplest quantum Monte Carlo method. It involves cal-
culation of the variational energy:

EV =
〈ψT | Ĥ |ψT 〉

〈ψT |ψT 〉
=

∫
ψ∗T (R)ĤψT (R)dR∫
|ψ(R)|2dR

(10)

Where |ψT 〉 is a trial many-electron wave function and
R = (r1, ..., rN) is an electronic configuration. In
VQMC the integrals in (10) are evaluated directly us-
ing the Monte Carlo integration techniques described in
section 2. In order to do this we rewrite (10) as

EV =

∫
|ψ(R)|2ψT (R)−1ĤψT (R)dR∫

|ψ(R)|2dR

=

∫
p(R)EL(R)dR (11)

Where we have defined an importance function,

p(R) =
|ψ(R)|2∫
|ψ(R)|2dR

(12)

And a local energy,

EL(R) = ψ−1
T (R)ĤψT (R) (13)

Employing (3) we may then approximate EV as

EV ≈
1
M

∑
R∈{R}p

EL(R) (14)

Where {R}p is a set of M samples drawn from the
distribution p(R). These samples are obtained using
the Metropolis algorithm (see section 2.2). Since the
metropolis algorithm is insensitive to the normalization
of our importance function, we need not use normalized
many-body wavefunctions or evaluate their normaliza-
tion (the denominator of equation 12).

3.1.1. The variational principle
The variational energy EV is bounded from below by

the ground state energy of our system E0. This is known
as the variational principle. This can be readily seen by
expanding |ψT 〉 as |ψT 〉 =

∑
n αn |n〉 where {|n〉} are the

(orthonormal) eigenstates of Ĥ such that Ĥ |n〉 = En |n〉
and {αn} are expansion coefficients. Then

EV =
〈ψT | Ĥ |ψT 〉

〈ψT |ψT 〉
=

∑
n,m αnα

∗
m 〈m| Ĥ |n〉∑

n,m αnα∗m 〈m|n〉
(15)

=

∑
n|αn|

2En∑
n|αn|

2 ≥ E0 ∀ {αn} (16)

Where we have used

〈m|n〉 = δm,n (17)

〈m| Ĥ |n〉 = δm,nEn (18)
En ≥ E0 ∀ n (19)
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This means that if we parameterize our trial wavefunc-
tion as |ψT 〉 = |ψT (c)〉, where c is some parameter set,
then the best approximation to our ground state is when
EV is minimized. This constitutes a method of esti-
mating the ground state and ground state energy for
arbitrary systems given some model parameterization
|ψT (c)〉.

3.1.2. Energy variance
Another interesting quantity which we may wish to

calculate is the variance in the set of local energies eval-
uated at our configuration samples. This variance not
only provides the standard error in our variational en-
ergy, but also provides additional information about our
trial wavefunction; If the trial wavefunction is an ex-
act eigenstate of the Hamiltonian, i.e a solution to the
Schrödinger equation:

Ĥ |ψT 〉 = E |ψT 〉 (20)

Then both the variational and the local energy become
trivial:

EL(R) = ψ(R)−1Ĥψ(R) = ψ(R)−1Eψ(R) = E (21)

EV =
〈ψT | Ĥ |ψT 〉

〈ψT |ψT 〉
=
〈ψT | E |ψT 〉

〈ψT |ψT 〉
= E (22)

Hence there is no variance in the local energies. As a
result, minimization of the variance will take our trial
wavefunction towards eigenstates of the Hamiltonian.
However, we must be careful when evaluating the vari-
ance of our local energies. Due to the sequential nature
of the metropolis algorithm our sampled configurations
are serially correlated; each sampled point depends on
the previous one (T (R→ R′) depends on R). As a result
successive local energies will be more similar on aver-
age than if the configurations were uncorrelated, artifi-
cially reducing the variance of our local energies. The
reblocking method can be used to correct for this corre-
lation and give an unbiased estimate of the variance, it
is described in section 3.1.3.

3.1.3. The reblocking method
Our sequence of configurations will have some corre-

lation length over which knowledge of previous config-
urations is lost (measured in Monte Carlo steps). As a
result our local energies will also be correlated, leading
to an artificial reduction in the local energy variance.
The reblocking method corrects for this by gathering
successive local energies into blocks and averages over
each block (this is known as a blocking transformation).
If the block length, LB, is greater than the correlation

length, the block averages will then be uncorrelated and
can be used to construct the unbiased “reblocked” vari-
ance:

σ2
B =

1
1 − NB

∑
b

(Eb − EV )2 (23)

Where NB = M/LB is the number of blocks (not neces-
sarily an integer as M might not be a multiple of LB ⇔

the last block might be incomplete) and Eb is the av-
eraged energy of the bth block, Bb, which contains Nb

samples:

Eb =
1

Nb

∑
R∈Bb

EL(R) (24)

3.2. Implementation
The following VQMC calculations are carried out us-

ing a FORTRAN code which takes as input a set of
nucleii, a set of (suitably chosen) single-electron basis
functions {φn(r)} and the number of spin-up and spin-
down electrons (Nu and Nd respectively). The program
is also provided with N = Nu + Nd sets of basis coeffi-
cients, or characters, cin that describe N single particle
states ψi(r) as an expansion in our basis:

ψi(r) =
∑

n

cinφn(r) (25)

In a more complete treatment, the Hartree-Fock prob-
lem would be solved in the basis {φn(r)} and {ψi(r)}
would be the resulting Hartree-Fock orbitals. However,
this is not necessary to investigate the important aspects
of VQMC, and in our calculations we simply provide
reasonable physically motivated characters cin, we will
see that this still gives very sensible results. The single
particle states {ψi(r)} are then used to construct the trial
many-body wavefucntion ψT (R) from which the vari-
ational energy EV is calculated. We explain this con-
struction in section 3.2.2.

3.2.1. Basis sets
The VQMC calculations are carried out using an

atomic basis set of hydrogen-like orbitals:

φnlmz(r) = Ne−Zr/na0

(
2Zr
na0

)l

L2l+1
n−l−1

(
2Zr
na0

)
Ylm(θ, φ)

(26)
Where

N =

√(
2Z
na0

)3 (n − l − 1)!
2n[(n + l)! ]

(27)

is a normalization constant, Lαn (x) is a generalized La-
guerre polynomial, Ylm(θ, φ) is a spherical harmonic,
Z is the nuclear charge and a0 is the Bohr radius (≈
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0.529Å). The particular values of n, l,m, z included in
our basis are chosen to best describe the system in ques-
tion.

3.2.2. Trial wavefunction construction
Our VQMC code constructs a trial many-body wave-

function ψT (R) from our single-electron states {ψi(r)}.
The wavefunction is of the Slater-Jastrow form:

ψT (R,b) =J({ri j},b)

∣∣∣∣∣∣∣∣∣∣
ψ1(r1) . . . ψ1(rN)

...
...

ψN(r1) . . . ψN(rN)

∣∣∣∣∣∣∣∣∣∣ (28)

=J({ri j},b) S ({ri}) (29)

Where {ri j} is the set of electron-electron and electron-
nuclear separations, J({ri j},b) is a Jastrow factor with
variational parameters b and S ({ri}) is the Slater de-
terminant constructed from our single particle states
{ψi(r)}. The Slater determinant ensures the correct ex-
change antisymmetry and the Jastrow factor approxi-
mates electron-electron correlation effects.

3.2.3. The Jastrow factor
Our trial wavefunction (equation 28) includes a Jas-

trow factor to model the effects of electron correlation.
The functional form of the Jastrow factor is heuristi-
cally motivated to recover as much of the correlation
energy as possible. One way to achieve this is to engi-
neer the Jastrow factor so that the wavefunction obeys
the electron cusp conditions (see appendix A). These
are a set of conditions on the derivatives of the wave-
function near charge centres that are a direct result of
the Schrödinger equation. These include the nuclear-
electron cusp and the like and unlike spin electron-
electron cusps. We use a Jastrow factor that explicitly
satisfies the cusp conditions:

J({ri j}) = exp

∑
i< j

Ui j

 (30)

Where the Jastrow correlations factors Ui j are defined
as

Ui j =
ai jri j

1 + bi jri j
(31)

where ri j = |ri − r j|,

ai j =


1 if i, j are like spin electrons
2 if i, j are unlike spin electrons
4 if i, j is an electron nuclear pair

(32)

and bi j are variational parameters. For most of our re-
sults we use a parameterless Jastrow factor, whereby all

bi j are set to 1, this enforces the electron cusp conditions
and is sufficient to observe a reasonable reduction in the
variational energy. The form of ai j is due to the differ-
ent forms of the electron cusp conditions when different
species are involved (see appendix A).

3.2.4. Wavefunction sampling

The wavefunction in equation 28 is sampled using
the metropolis algorithm (see section 2.2) with the trial
moves in configuration space consisting of moving a
randomly chosen electron by some random displace-
ment between 0 and 4Å in a random direction. Figure
1 demonstrates the results of this sampling for single
electrons in atomic 2p and 5d states.

We see that, as expected, the quality of the reproduc-
tion of the electron density increases with the number
of Metropolis samples. It can also be seen that the 5d
state requires more samples to be reasonably well de-
scribed, illustrating the general point that more samples
are required as the complexity of the wavefunction in-
creases. This effect is compounded as the dimensional-
ity of the wavefunction increases with increasing num-
bers of electrons.

One important factor in achieving good sampling is
achieving ergodicity, ensuring that all important regions
of configuration space can, and will, be visited by the
algorithm. Figure 1 illustrates some of the negative ef-
fects of poor ergodicity. For the 5d orbital, when only
104 samples are generated (bottom row, 2nd from the
left), the algorithm spends a disproportionate amount of
time in the upper half of the plane, causing a fictitious
electron polarization. This is because it is having a hard
time penetrating the horizontal barrier of low electron
density at z = 0, resulting in an average time to make
the jump through z = 0 that is comparable to the simu-
lation time. As a result it is more likely that there will
be a difference between the number of steps spent above
the barrier and the number spent below, leading to bi-
ased sampling. Situations like this are why a reasonably
large maximum electron jump distance of 4Å was cho-
sen; it is important that the electrons penetrate such bar-
riers often during the sampling in order to ensure spa-
tially disconnected regions of electron density are sam-
pled proportionally. In order to achieve this, they must
be allowed to jump directly between these ‘islands’ of
high electron density, as small steps from one island to-
wards another will end up in the intermediate regions of
low electron density and likely be rejected, leading to
the algorithm becoming stranded on one island.
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Figure 1: x-z plane of the Metropolis sampling of atomic 2p (upper) and 5d (lower) states. The 2p state was sampled with the quantum numbers
n = 2, l = 1 and m = 1 and the 5d with n = 5, l = 2 and m = 1. The nuclear charge was z = 1 in both cases. The states are labelled with the number
of samples generated and the analytic electron density is included (far right) for comparison.

4. Results

4.1. Hydrogen

4.1.1. Ground state calculations
The simplest system to model is the Hydrogen atom

as it has only one electron in a simple one-proton poten-
tial. This system has an analytic solution with energy
levels En = −R/n2 where R, the Rydberg constant, is
one of the most accurately measured physical constants,
with a defined value of 0.5 Hartree (≈13.605693009
eV). The ground state energy of the Hydrogen atom is
therefore E1 = −R. The ground state wavefunction is
the atomic 1s state for a charge 1 nucleus, ψ1s,z=1(r) ∝
exp(−r/a0), where a0 is the Bohr radius and takes the
value a0 = 0.529177 Å.

Because hydrogen has this analytic solution, it serves
as a good test for our VQMC code as we can use just the
1s state as our only single particle state. As a result our
Jastrow factor is 1 and our Slater determinant becomes
the trivial 1×1 case. The resulting trial wavefunction is
then ψT (r) = ψ1s,z=1(r), the exact ground state. Both
the variational energy and the local energy (evaluated
anywhere) should then be −R (see section 3.1.2).

With this in mind we carry out a VQMC simulation
of the hydrogen atom with ψT (r) = ψ1s,z=1(r), and 107

sample electron locations. Figure 2 shows the error in
local energy (i.e EL +R) for these sampled electron po-
sitions.

We see that the vast majority of local energies lie
within approximately 1.8×10−7 Hartree (∼ 5 µeV) of

Figure 2: Error in local energies for the exact hydrogen ground state
(107 samples total). Average local energy = EV = -0.49999997027
Hartree (-13.6056922 eV).

the correct value of −R. The resulting variational en-
ergy (⇔ average local energy) is EV = -0.49999997027
±2.07 × 10−7 Hartree (-13.6056922 eV), 2.973×10−8

Hartree (∼ 0.75 µeV) above the known value.

4.1.2. Exited state mixing
Our single particle states {ψi(r)} in section 4.1.1 con-

sisted of only the exact ground state. However, it is in-
teresting to look at the results of calculations with states
which are not the exact ground state. To this end we
perform a series of VQMC simulations with the trial
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wavefunction set to an interpolation between the nth and
n + 1th S state of hydrogen:

ψT (r) = c1 ψns,z=1(r) + c2 ψ(n+1)s,z=1(r) (33)

Once again, since we are only dealing with one electron
the slater determinant becomes trivial and the Jastrow
factor is 1. For each n we run a VQMC simulation for a
series of real valued coefficients such that

c1 ∈ [0, 1] (34)
c2 =1 − c1 (35)

And define an effective (continuous) quantum number
ne f f = n + c2, which measures our progress up the se-
ries of hydrogen S states {1s, 2s, 3s, 4s...}. For example
an equal mixing of 3s and 4s states would correspond
to ne f f = 3.5. At integer values of ne f f we recover ex-
act eigenstates and so expect the energy to evaluate to
−R/n2

e f f and the variance to go to 0. The energy and re-
blocked variance (see section 3.1.3) are plotted against
ne f f ∈ [1, 10] in figures 3 and 4 respectively.

Figure 3: The variational energy of hydrogen for mixed S states. ne f f
corresponds to the interpolation between neighbouring S states (i.e
ne f f = 3.5 corresponds to a linear combination of 3s and 4s states with
equal weights). Each data point was calculated using 105 sampled
electron configurations (⇔ metropolis Monte Carlo iterations).

We see that the behaviour is as expected. The vari-
ational energy (figure 3) plateaus near integer values
of ne f f to the corresponding hydrogenic energy level
−R/n2

e f f . The n−2
e f f energy scaling is clear to see, as well

as the asymptotic approach to the continuum states as
ne f f → ∞. The reblocked variance (figure 4) sharply
decreases near integer values of ne f f as expected from
section 3.1.2.

Figure 4: The reblocked local energy variance of hydrogen for mixed
S states. ne f f is defined as in figure 3. Each data point was calcu-
lated using 105 sampled electron configurations (⇔metropolis Monte
Carlo iterations) and a reblocking length is LB = 1000. Note the log
scale on the y axis.

4.1.3. The H+
2 ion

The next most complicated system that we can study
using our VQMC code is the H+

2 ion consisting of two
protons and one electron. In order for this system to be
stable and to not simply dissociate into a free proton and
a Hydrogen atom there must exist an energy minima,
Emin, at some finite value of the proton-proton separa-
tion, R, the H+

2 bond length. The dissociated energy is
simply the energy of the free Hydrogen atom, −R, and
so the Emin should be given by Emin = −R−Ebind, where
Ebind is the H+

2 binding energy. An analytic solution for
this system exists [3] and gives Ebind = 0.1026346191
Hartree (2.79283 eV) and R = 1.056869267 Å.

We employ a simple model of the H+
2 ion, placing

the first proton at the origin and the second at some dis-
placement, δ, along the z axis. Our electronic model
consists of a a linear combination of hydrogenic 1s or-
bitals localized at each proton:

ψT (r) = aψ1s,z=1(r) + bψ1s,z=1(r − δẑ) (36)

A simple quantum-mechanical treatment (see appendix
B) shows that the 1s orbitals hybridize under the action
of the Hamiltonian to form two molecular orbitals, the
bonding (a = b) and anti-bonding (a = −b) orbitals.
The bonding orbital has a higher electron density be-
tween the protons (the 1s orbitals sum constructively,
rather than destructively), screening the protons from
one another, and forming a covalent bond; this can be
seen in an example metropolis sampling of the bond-
ing and antibonding orbitals in figure 5. As a result, the
bonding orbital is the lower energy state and exhibits
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the energy minima required for stability of the H+
2 ion.

Once again because this is a single-electron system our
Slater determinant is trivial and our Jastrow factor is 1.

Figure 5: The Metropolis sampled electron positions (in the x-z plane)
for the bonding (right) and anti-bonding (left) orbitals of a H+

2 ion,
constructed from hydrogenic 1s states. 105 Metropolis samples were
generated.

We run a series of VQMC simulations for a range of
bond lengths δ ∈ [0,10]Å, using 105 Metropolis Monte
Carlo iterations at each. The resulting energy landscape
is shown in figure 6. The bonding orbital exhibits the
energy minima required for stability of the H+

2 ion, and
both orbitals show the correct asymptotic behavior of
EV → −R as δ→ ∞. This model gives predicted values
R = 1.240Å and Ebind = 0.068 ± 0.0013 Hartree (1.8523
eV). These values are sensible, but reasonably removed
from the analytic solution. This is due to the fact that
our electronic basis provides an incomplete description
of the electronic state. This is more prominent in molec-
ular systems as we are using the basis of atomic orbitals,
with no modifications to allow for delocalization or po-
larization of the electron density.

4.1.4. The H2 molecule
So far all of the systems investigated contained only

one electron. As a result our Slater-Jastrow wavefunc-
tion simply became a simple single-electron wavefunc-
tion. We now move on to multi-electron systems, the
first of which is the H2 molecule, two hydrogen atoms
covalently bonded with a bond length of 0.7414Å and
energy of -1.174476 Hartree [4]. A crude model of the
H2 molecule consists of simply adding another electron
(of opposing spin) into the bonding orbital of the H+

2
ion. Because different spin electrons are distinguish-
able, the spatial part of the Slater Determinant factorizes
into a part associated with up electrons and a part asso-
ciated to down electrons (our code does this implicitly).
For example, if we denote the bonding orbital as β(r),

Figure 6: The variational energy vs bond length of a H+
2 ion in the

hybridized 1s bonding and anti-bonding orbitals. The energy minima
of the bonding orbital can clearly be seen, accounting for the stabil-
ity of the H+

2 ion. As R → ∞, Ev → −R for both orbitals, which
corresponds to the dissociation of the H+

2 ion into a Hydrogen atom
and free proton. 105 Metropolis Monte Carlo iterations were used for
each data point, the same as was used to produce figure 5.

in our crude H2 model the spatial part of the Slater de-
terminant becomes the simple product state β(r1)β(r2):

ψT (r1, r2) =J({ri j})

∣∣∣∣∣∣β(r1) |↑1〉 β(r2) |↑2〉

β(r1) |↓1〉 β(r2) |↓2〉

∣∣∣∣∣∣ (37)

=J({ri j})β(r1)β(r2)(|↑1↓2〉 − |↑2↓1〉) (38)

Since our Hamiltonian has no spin dependence, the cal-
culation is the same as one performed with the effective
trial wavefunction:

ψT (r1, r2) = J({ri j})β(r1)β(r2) (39)

So, for this model of H2, we are dealing with a simple
product state with a multiplicative Jastrow factor. As
a result, this system provides a good test bench for the
effectiveness of our Jastrow factor. We carry out a sim-
ilar calculation as we did with the H+

2 ion; running a
series of VQMC calculations at a range of H-H bond
lengths. We use both a parameterless Jastrow factor
(bi j = 1 ∀ i, j) and a simple Slater determinant (i.e with
the Jastrow factor set to 1). The resulting variational en-
ergy landscape is plotted in figure 7, with the predicted
bond lengths and energies inset.

We see that the Slater-Jastrow wavefunction typically
results in lower energies, even without parameter tun-
ing. This is to be expected because he electron cusp
conditions are now enforced and the resulting wave-
function behaves more correctly where charges come
together (i.e both when the electrons are near the nu-
clei and when they are near each other). Unfortunately
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Figure 7: The variational energy vs bond length for a H2 molecule
with two electrons in the bonding orbital. Each point was calculated
using 105 Metropolis Monte Carlo iterations. The results for both
a Slater and a parameterless Slater-Jastrow wavefunction are shown,
along with the predicted minimum energy and corresponding bond
length.

the only place where the parameterless Jastrow factor
behaves poorly is near the crucial energy minima, re-
sulting in a worse estimate for the ground state energy
and bond length. It is not particularly surprising that
our parameterless Jastrow factor does not work over the
whole range of bond lengths, but it is unfortunate that it
performs worse in this key region.

It is also interesting to note the erratic behaviour of
the variational energy at large bond lengths. This is ac-
tually expected behaviour and is the result of the break-
down of our Metropolis sampling as the two regions of
electron density (around the two nuclei) become iso-
lated from one another. This will result in each electron
becoming biased towards (or even trapped on) a par-
ticular nucleus, despite the fact that it’s wavefunction,
β(r), is unbiased to either (see the discussion in section
3.2.4). As a result, when both electrons are bias towards
a particular nucleus, the energy spikes due to additional
electron-electron repulsion. This also explains why the
onset of this effect occurs above 4Å, as this is the maxi-
mum electron jump distance used in our Metropolis al-
gorithm. We could increase this to push the breakdown
to higher bond lengths, but at the cost of a reduced ac-
ceptance ratio in our metropolis algorithm, resulting in
reduced sampling efficiency. The situation presented to
the algorithm is also somewhat artificial as in reality, as
the nuclei separate, a product state of bonded orbitals is
no longer a reasonable approximation. The wavefunc-
tion would gradually dissociate into two isolated hydro-
gen atoms; a possibility that our simple boding-orbital

model does not permit. We didn’t see this breakdown in
section 4.1.3 for H+

2 as in that case the electronic energy
is the same regardless of which nucleus the electron be-
comes bias towards; there is no other electron to provide
electrostatic repulsion.

4.2. Helium

4.2.1. Trial wavefunction
The next multi-electron system that we investigate is

the Helium atom. Helium consists of a charge-2 nucleus
and two electrons, with an experimentally determined
ground state energy of -2.903386 Hartree (-79.00515
eV) [5]. In order to model Helium We provide our
VQMC code with two 1s orbitals, one spin up and one
spin down. As explained in section 4.1.4, this means
that our Slater determinant becomes spatially trivial:

ψT (r1, r2) =J({ri j})

∣∣∣∣∣∣ψ1s,z=2(r1) |↑1〉 ψ1s,z=2(r2) |↑2〉

ψ1s,z=2(r1) |↓1〉 ψ1s,z=2(r2) |↓2〉

∣∣∣∣∣∣
(40)

=J({ri j})ψ1s,z=2(r1)ψ1s,z=2(r2)(|↑1↓2〉 − |↑2↓1〉)
(41)

And similarly to section 4.1.4, since our Hamiltonian
has no spin dependence, the calculation is the same as
one performed with the effective trial wavefunction:

ψT (r1, r2) = J({ri j})ψ1s,z=2(r1)ψ1s,z=2(r2) (42)

Helium therefore serves as another good test of our Jas-
trow factor. We carry out a VQMC simulation of He-
lium, using the wavefunction given in equation 40, with
107 Metropolis Monte Carlo iterations. We use the same
parameterless Jastrow factor as in section 4.1.4 and once
again compare with the bare Slater determinant case.
The results are show in table 1.

Table 1: Helium Slater and Slater-Jastrow energies

Method Variational energy (Hartree)
Slater -2.745244 ±0.004

Slater-Jastrow -2.862630 ±0.002

We see that even without parameter tuning, our
Slater-Jastrow wavefunction has recovered much of the
correlation energy of our system (even with a minimal
basis). As in section 4.1.4, this is due to the fact that
the electron cusp conditions are now enforced and the
resulting wavefunction behaves more correctly where
charges come together.
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4.2.2. Jastrow optimization
In order to decrease the variational energy further, we

must optimize our wavefunction in some way. In order
to do this we parameterize our Jastrow factor via a single
parameter b, such that bi j = b ∀ i, j in equation 30. We
then carry out a VQMC calculation at a range of values
for b, in order to graphically determine the minimum Ev.
The resulting variational energies are shown in figure 8.

Figure 8: The variational energy of Helium using a trial wavefunction
of the form given in equation 40, at a series of Jastrow parameters
b. Each point was calculated using 106 Metropolis Monte Carlo
iterations. The red line is a polynomial fit (with powers ranging from
-3 to +3) and gives a fitted minimum energy of -2.86419 Hartree, at
a Jastrow parameter b = 1.30672 (represented by the green dot on
the graph). This is marginally better than our parameterless factor
(represented by the blue dot on the graph).

Inset: Same graph, scaled to better show intrinsic noise.

We see that, given this parameterization, the mini-
mum achievable variational energy is only marginally
lower than that obtained with our parameterless Jastrow
factor. This is not particularly surprising as it is likely
that our wavefunction is lacking in other areas, namely
the single particle states used to construct our Slater de-
terminant; we are simply using a pair of 1s orbitals, a
fairly crude model.

The results shown in figure 8 also serves as a good
example of a problem inherent to optimizing wave-
functions within the framework of VQMC; the energy
landscape is plagued with intrinsic noise owing to the
stochastic nature of the Monte Carlo sampling (see fig-
ure 8, inset). This noise can be reduced at the cost of
more Metropolis Monte Carlo samples, but this takes
time. As a result, robust (and often complicated) opti-
mization algorithms are required to successfully navi-
gate to the minimum, without getting lost in the noise.

4.2.3. Basis optimization
We noted in section 4.2.2 that optimizing our Jastrow

factor only lead to a small decrease in local energy and
that the degrees of freedom provided by our basis set
were likely insufficient to obtain lower energies. With
this in mind we extend our basis set so that one of our
electrons has the additional freedom to partially occupy
the 1s state for a z=1 nucleus, hoping to capture some
of the effects of nuclear screening. Our effective wave-
function is then:

ψT (r1, r2) = J({ri j})ψ1s,z=2(r1)×
[(1 − c)ψ1s,z=2(r2) + cψ1s,z=1(r + 2)] (43)

Where c is a mixing coefficient ∈ [0, 1], and can be
thought of as a measure of effective screening. We carry
out a series of VQMC calculations for c ∈ [0, 1] and plot
the resulting variational energies in figure 9. We use
the optimized Jastrow factor from section 4.2.2. We see

Figure 9: The variational energy of Helium for a wavefunction of
the form given in equation 43, for a range of mixing coefficients c.
The red line is a polynomial fit (powers from -3 to +3) and gives a
minimum energy of -2.87690 at a mixing of c = 0.13747. Each point
was calculated using 106 Metropolis Monte Carlo iterations and with
the optimized Jastrow factor found in section 4.2.2.

that, once again, a small reduction in variational energy
is possible using this additional degree of freedom; a
minimum variational energy of -2.87690 Hartree is ob-
tained at a mixing of c = 0.13747. This represents a
larger decrease in energy than was obtained by optimiz-
ing the Jastrow factor, supporting our hypothesis that
the degrees of freedom in our single particle basis is the
limiting factor in decreasing the variational energy.

4.2.4. Helium results summary
Clearly we could continue to add further degrees of

freedom to further improve our estimate for the energy,
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and wavefunction, of Helium; but we wouldn’t stand to
learn much. A summary of our results for helium is
given in table 2. We can see that as we provide more
degrees of freedom, the energy gets closer and closer to
the experimental value, as expected.

Table 2: Helium energies summary

Method Variational energy (Hartree)
Slater -2.745244

Slater-Jastrow -2.862630
Optimized Jastrow -2.86419

Extended basis -2.87690
Experimental -2.903386

4.3. Lithium to Boron

So far none of the systems that we have investigated
have a non-trivial Slater determinant, simply because
we have been dealing with ≤ 2 electrons, where the
electrons will naturally assume opposite spins in order
to occupy lower energy single-particle states. In this
section we investigate a series of systems that use all
of the factors in our trial wavefunction (equation 28)
in a non-trivial way, providing a rigorous test of all of
the elements involved. This also allows us to investi-
gate the scaling properties of our code. The simplest
choice of test cases is atomic systems with Z ≥ 3.
We model these systems by using as our single parti-
cle states the relevant uncorrelated ground state config-
uration (1s22s22p6...), populated according to Hund’s
rules. According to equation 28, this is then antisym-
metrized using a Slater determinant and a parameterless
Jastrow factor (bi j = 1 ∀ i, j) is applied. The results are
summarized in table 3. The previous results for Hydro-
gen and Helium are also included for completeness. Ta-
ble 4 gives performance information for these systems
on a 4 core 2.8GHz laptop (the same one used to run all
of the simulations for this report).

Table 3: Atomic system energies

System Z EV (Hartree) E (Hartree)
Hydrogen 1 -0.500000 -0.500000
Helium 2 -2.876901 -2.903386 [5]
Lithium 3 -7.300370 -7.477943 [6]

Beryllium 4 -14.32830 -14.66735 [7]
Boron 5 -23.42837 -24.65393 [8]

The calculated variational energies (EV ) of a succession of atomic
systems. Here E is the value given in the literature.

Table 4: Atomic system performance

System Z ti (µs) 107ti
Hydrogen 1 3.672 37s
Helium 2 20.68 3m 27s
Lithium 3 75.51 12m 35s

Beryllium 4 161.4 26m 54s
Boron 5 735.3 2h 2m 33s

The time taken per Metropolis Monte Carlo iteration (ti) for a series
of atomic calculations on a 2.8GHz quad-core laptop. These were
measured using 107 total iterations, for which the total time is also
given.

We see that very reasonable energies are calculated,
despite using the simple uncorrelated electronic states
as our starting point. It is also interesting to note that a
value of -24.546707 Hartree for the variational energy
of Boron is reported in [9] using VQMC with an opti-
mized five-parameter trial wave function. The fact that
our answer isn’t hugely removed from this suggests that
using the uncorrelated states as a starting point was not
complete garbage.

On the other hand, the performance leaves much to
be desired; taking a few hours to calculate the energies
of reasonably small atomic systems. This is to be ex-
pected as very little time was spent optimizing the rou-
tines used, apart from the relatively trivial parallelisa-
tion (which is near perfect due to the nature of Monte-
Carlo calculations). About half of the CPU time was
spent simply evaluating the atomic orbitals, probably
because their values were recalculated every time they
were evaluated, rather than storing previous results.

5. Conclusions

We have found that our implementation of VQMC
produces sensible results for a variety of small atomic
and molecular systems. The main limitation on the ac-
curacy of the results was found to be the approximate
basis set expansion of our electronic state. Our code was
found to be more suited to atomic systems than molec-
ular systems as a result of using an atomic basis set.
Optimization of the expansion coefficients and param-
eters in our Jastrow factor was found to be an effective
way to reduce the variational energy and improve our
approximate ground state, however the large number of
samples required to produce a smooth energy landscape
means that for large systems, or large parameter spaces,
such optimization are rendered prohibitively expensive
(at least for our largely unoptimized code).
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5.1. Further work
It was found that the approximate expansion of our

electronic state in terms of an atomic basis set was the
limiting factor in the accuracy of our results. This can
be improved on in several ways:

• Solution to Hartree-Fock problem as a starting
point: The single-particle orbitals, {ψi(r)}, were ex-
panded in terms of our basis by choosing {cin} in
ψi =

∑
n cinφn(r) by hand. A more complete so-

lution would set {ψi} to the Hartree-Fock orbitals
calculated from this basis.

• Automated basis expansion optimization: opti-
mization of the characters {cin} at runtime would
improve the energies beyond Hartree-Fock, as it
would aid our Jastrow factor in accounting for cor-
relation effects. As it stands the code is too slow
to carry out the large number of single point calcu-
lations required (and iterations required therein to
make the energy surface smooth enough) to make
this optimization possible.

• Extended basis sets: Out calculations are all car-
ried out in terms of localized atomic orbitals,
whilst this provides a reasonable basis for atomic
calculations, it could be extended to better describe
molecules. A multiple-zeta expansion would prob-
ably be the easiest way to achieve this. Additional
basis sets (Gaussian, plane waves etc...) could also
be added.

• Diffusion Monte Carlo extension: To remove as
much dependence as possible from the basis set,
the nodal surface (ψ(R) = 0) of our optimized
VQMC wavefunction should be used to inform a
fixed-node diffusion Monte Carlo calculation. This
will essentially give the same result as using the
best possible Jastrow factor.
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A. Electronic cusp conditions

We derive a condition on the form of an electronic
wavefunction in the vicinity of a charge centre known as

the electronic cusp condition. We begin by considering
the form of the Schrödinger equation in the vicinity of a
charge, Z, at the origin (in atomic units):(

−
1
2
∇2 −

Z
r

)
ψ(r) = Eψ(r) (44)

We then split the laplacian into the radial part ∇2
r and

the angular part ∇2
θ,φ:(

−
1
2

(∇2
r + ∇2

θ,φ) −
Z
r

)
ψ(r) = Eψ(r) (45)

Averaging this equation over the angular degrees of
freedom we then have(

−
1
2
∇2

r −
Z
r

)
ψ(r) = Eψ(r) (46)

where ψ(r) denotes the angular average of ψ(r). Writing
the radial laplacian explicitly we then have:(

−
1
2

1
r2

(
2r

∂

∂r
+ r2 ∂

2

∂r2

)
−

Z
r

)
ψ(r) = Eψ(r) (47)

separating out the 1
r terms:

−
1
r

(
∂

∂r
+ z

)
ψ(r) −

1
2
∂2

∂r2ψ(r) = Eψ(r) (48)

In the limit r → 0 the first term dominates and so must
independently vanish =⇒

lim
r→0

(
∂ψ(r)
∂r

+ zψ(r)
)

= 0 (49)

This is the electronic cusp condition. When the charge
centre is a nucleus the condition is exactly as above,
however there also exists a cusp condition when the
charge centre is another electron. For two (opposite
spin) electrons there are two kinetic terms, leading to
a factor of 2 in front of the derivative term and so the
unlike spin electron electron cusp condition reads:

lim
r12→0

(
2
∂ψ(r1, r2)
∂r12

− ψ(r1, r2)
)

= 0 (50)

where r12 is the separation between electrons 1 and 2.
For same spin electrons a further factor of 2 is intro-
duced due to the exchange antisymmetry of the wave-
function; however the antisymmetry requirement keeps
the electrons away from one another anyway and impos-
ing the like-spin cusp condition at r1 = r2 has little af-
fect on the electronic energy/variance [10]. These argu-
ments can be generalized to give the full many-electron
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cusp conditions:

lim
ri j→0

(
∂ψ(R)
∂ri j

+ z jψ(R)
)

=0 (electron i, nucleus j) (51)

lim
ri j→0

(
2
∂ψ(R)
∂ri j

− ψ(R)
)

=0 (unlike-spin electrons i, j)

(52)

lim
ri j→0

(
4
∂ψ(R)
∂ri j

− ψ(R)
)

=0 (like-spin electrons i, j)

(53)

B. Bonding and Anti-bonding in H+
2

In section 4.1.3 we investigated the properties of the
H+

2 ion by considering an electronic state of the form

ψT (r) = aψ1s,z=1(r) + bψ1s,z=1(r − δẑ) (54)

Where δẑ is the position of the second proton. We can
re-write this in bra-ket notation as

|ψ〉 = a |0〉 + b |1〉 (55)

Where |i〉 is the 1s state localized at the ith proton. In the
{|0〉 , |1〉} basis our Hamiltonian can be written as

H =

(
〈0| Ĥ |0〉 〈1| Ĥ |0〉
〈0| Ĥ |1〉 〈1| Ĥ |1〉

)
≡

(
ε ∆

∆ ε

)
(56)

Which is easily diagonalized to give the following
eigenvector-eigenvalue pairs:

ψ1 =

(
1
1

)
, E1 =ε + ∆ (Bonding) (57)

ψ2 =

(
1
−1

)
, E2 =ε − ∆ (Anti-bonding) (58)

It turns out that ∆ < 0⇔ the bonding orbital is lower in
energy (as seen in figure 6).
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