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Abstract

The wide range of physical properties exhibited in complex oxides make them

an attractive option for scientific investigation and device applications. Interfaces

between these oxides can introduce novel phenomena absent in the bulk of each

material. An example is the electrically conducting interface between LaAlO3

(LAO) and SrTiO3 (STO), both insulators in bulk form. The interface conduc-

tivity is quasi-two-dimensional (a 2DEG) and under certain conditions magnetic

and/or superconducting, however its origin is still debated.

This thesis aims to provide helpful guidelines, using basic theoretical princi-

ples, towards understanding the possible origins of the 2DEG in LAO/STO. First

principles calculations of a model system, elucidate the importance of polarisa-

tion and electrostatics in these heterostructures. The net charge at the LAO-STO

interface is argued to be precisely as what one would obtain by taking the formal

charges of the ions, irrespective of covalency, and despite both materials being

centrosymmetric. The interfacial net charge, or equivalently the LAO formal po-

larisation, requires charge screening which calculations show can be possible via

an electronic transfer between neighbouring interfaces. It is additionally predicted

that the LAO polarisation can induce one-dimensional electron gasses at the step

edges of vicinal LAO-STO systems. The polarisation and electronic screening

arguments for these perovskites, are shown to extend to very di↵erent materials

with di↵erent symmetries, specifically two dimensional honeycomb compounds.

Finally the e↵ects of surface defects are explored in thin films of LAO, and a

prototypical ferroelectric, BaTiO3 (BTO). Surface redox processes such as oxygen

vacancies, induced by the electric field within the film, can donate electrons to

the buried interface, screening the polarisation charges. This process is found to

be favourable for both systems, and is argued to be the likely origin of the 2DEG

at the LAO-STO interface, and the origin of ferroelectric stability and tunnelling

electroresistance at a BTO heterostructure in agreement with experiments.
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Chapter 1

Introduction

Chapter Summary

Complex oxides display a wide variety of physical properties, from insulating

to superconducting, paraelectric to ferroelectric and non-magnetic to ferromag-

netic. In some cases the order parameters associated with these properties are

coupled, o↵ering further functionality such as colossal magnetoresistance, and

magnetoelectricity. Often only subtle alterations in structure, chemistry or ex-

ternal parameters can drive the system between these various phases. This makes

complex oxide materials an appealing area for scientific investigation and device

applications. Ongoing advances in epitaxial growth of oxides allows for even fur-

ther possibilities by growth of multifunctional heterostructures. In some cases,

novel and unexpected interfacial phenomena of two-dimensional character is ob-

served, such as the two-dimensional electron gas (2DEG) at an interface between

two band insulators, LaAlO3 (LAO) and SrTiO3 (STO). This chapter introduces a

small selection of bulk and interfacial properties of complex oxides, with a partic-

ular interest on the e↵ects of polarisation in heterostructured systems, including

the LAO-STO interface.

1



1. INTRODUCTION

1.1 Oxides, interfaces and polarity

1.1.1 Perovskites and derivatives

Transition metal oxides range from the simplest binary monoxides, to more

complex ternary and higher order structures. Possibly the most widely studied

family is the perovskite structure with chemical formula ABX3. The name per-

ovskite originates with the mineral CaTiO3 first discovered in 1839 and named

after the mineralogist Perovski. The ideal cubic-symmetry oxide perovskite struc-

ture can be viewed as a body centre B cation inside an octahedral cage of O

(forming the face centres), with the A cation occupying the cube corners (see

figure 1.1). The environment and role of the A and B cations are very di↵erent.

The B cation can be a transition metal with its d electrons bonding with p elec-

trons from the six neighbouring oxygens. The A cation is usually a non-transition

metal which provides the necessary number of electrons for these bonds. Hence

there exists a mixture of covalent bonding between B and O, and ionic bonding

between A and B-O units.

The ideal cubic structure is unstable towards several types of symmetry lower-

ing structural distortions. In many cases this is due to the stringent requirement

of the A and B relative ionic sizes. This can be described by the Goldschmidt

tolerance,

t =
rA + rOp
2(rB + rO)

(1.1)

where rA, rB and rO are the ionic radii of A, B and O respectively. If the tol-

erance factor is 1 the ionic radii of O just touch the cations and the structure

is expected to adopt the ideal cubic structure. When rA is smaller than ideal

and hence the tolerance factor is less than 1, the system is unstable towards

rotations of neighbouring BO6 octahedra in opposite directions (see figure 1.1).

These so-called antiferrodistortive rotations (AFD) appear in order to fill space

left by the smaller than ideal A cation as in for example CaTiO3. Various possible

rotation patters are described in, for example, ref. (1). If instead rB is smaller

2



1.1 Oxides, interfaces and polarity

Figure 1.1: A schematic of the perovskite unit cell projected on to (100) and some

example structural distortions. From left to right the illustrations represent the

ideal cubic perovskite structure, an antiferrodistortive octahedra rotation (only

one cell is shown), a ferroelectric-type and finally a Jahn-Teller-type distortion.

Red, green and blue circles represent oxygen, and A and B cations respectively.

The light blue shape represents the oxygen octahedra cage.

than ideal and hence the tolerance factor is larger than 1, the B cations will pre-

fer to move o↵-centre (see figure 1.1). This is the case when Ca is replaced by

Ba to form BaTiO3. These two distortions, octahedra rotations and B-site o↵-

centring, play an important role in determining the physical properties of these

perovskite derivatives. The octahedra rotations lead to a reduction in the B-O-B

bond angle from 180� that can a↵ect the magnetic and transport properties. For

example the magnetic superexchange mechanisms in manganites is known to de-

pend strongly on this bond angle (2; 3). B-site o↵-centring is the manifestation of

the polar distortion in BaTiO3 and several other perovskites 1. The o↵-centring

induces a dipole which aligns between unit cells producing a spontaneous macro-

scopic polarisation. Ferroelectrics will be discussed in further detail in the next

section. It should be noted that the tolerance factor should be used for only semi-

quantitative estimates of perovskite structures since it is based on ionic radii and

perovskites are known to have mixed covalent character as mentioned above.

A third common structural distortion in perovskites, called a Jahn-Teller dis-

1In fact the term ferroelectricity was first used after the discovery of the e↵ect in BaTiO3 (4).

3



1. INTRODUCTION

tortion, appears not because of size mismatch but instead due to an orbital de-

generacy. In perovskites the octahedral crystal field and pd hybridisation splits

the five 3d B cation states into two; a doubly generate e
g

and a triply degener-

ate t2g. The two e
g

states whose charge density point along directions towards

the O anions lie in a higher energy than the three t2g. In several 3d systems an

orbital degeneracy exists, for example in LaMnO3 with electronic configuration

t32ge
1
g

where the e
g

electron can occupy any linear combination of the two orbitals

(x2�y2 and 3z2�r2). The Jahn-Teller theorem allows this degeneracy to be lifted

by a symmetry reduction. Certain structural distortions to the octahedral cage

can lift this degeneracy and lower the energy of the system. These distortions

are called Jahn-teller distortions and usually lead to tetragonal or orthorhom-

bic symmetry (see figure 1.1). Jahn-Teller e↵ects play a role in, for example,

electron-phonon coupling and orbital ordering in manganites.

1.1.2 Ferroelectrics

We now take a slightly closer look at ferroelectric perovskites since it provides

an opportunity to introduce the concept of polarisation, which will be important

for discussions of the LaAlO3-SrTiO3 interface which forms the core of this the-

sis. Additionally they deserve attention because ferroelectrics have been highly

exploited in technology over the past few decades. For example they have been

utilised in capacitors, sensors, actuators, thermistors and optoelectronics devices

and more recently non-volatile memories. Further developments over the past

several years are opening up novel device opportunities for ferroelectrics in the

future, such as the discovery of giant-tunnelling electroresistance in ultra-thin

films for non-destructive, higher density and faster operation ferroelectric mem-

ories (5; 6; 7; 8).

A ferroelectric material is an insulator with two or more local ground states of

di↵ering non-zero polarisation that can be switched upon application of an exter-

nal electric field. The term ferroelectric was first applied to the perovskite BaTiO3

4



1.1 Oxides, interfaces and polarity

in 1945 (4), however the first discovery of a material showing polarisation reversal

with an external electric field was the Rochelle salt in 1920 (9; 10; 11). These

discoveries were a consequence of prior work on classes of materials known as

pyroelectrics and piezoelectrics, which display coupling of polarisation with tem-

perature and stress respectively. In fact all ferroelectrics are both pyroelectric and

piezoelectric, and all pyroeletrics are piezoelectric (but the converse statements

are not true). 21 out of the possible 32 crystallographic point groups have no

inversion centre (non-centrosymmetric), of which 20 can exhibit piezoelectricity.

Pyroelectrics and ferroelectrics constitute 10 out of these 20 point groups which

have a unique polar axis, allowing for a spontaneous polarisation parallel to this

axis 1.

Within the ferroelectric phase, the free energy landscape contains at least

two local minima, corresponding to two di↵erent orientations of the polarisation

vector, P. A small electric field may not switch the polarisation from one state

to the other, due to the presence of a barrier between the two minima. This

energy barrier, and the presence of domains (small volumes of material having

uniform polarisation) produces the well known hysteresis curve of polarisation as

a function of applied electric field in bulk ferroelectric materials (see figure 1.2).

Measurements of polarisation usually involve sandwiching the material between

capacitor plates. One method involves applying electric fields across the sample

to switch the ferroelectric, where the polarisation is related to the integrated

current flowing through the circuit. Note that access to the bulk contribution

of the polarisation of each state separately is not possible, only the di↵erence in

polarisation between the two states. Chapter 2 expands on this discussion.

A ferroelectric usually only displays switchable polarisation states below a

certain temperature, T0, above which it is paraelectric. In some cases this phase

1Even centrosymmetric classes can formally have a non-zero polarisation (see chapter 3).

This polarisation is not switchable and hence these materials are not ferroelectric. However

the term ‘polar’ in the context of this thesis is used to describe any material with a non-zero

polarisation, in relation to the study of polar surfaces (12).

5



1. INTRODUCTION

transition temperature, or Curie temperature, is predicted to be higher than the

melting point of the material, or lower than absolute zero. In the latter case

the material is called an incipient ferroelectric or quantum paraelectric, as in

the case of SrTiO3. The ferroelectric-paraelectric phase transition can be classed

into two types; order-disorder and displacive. Within both classes, the ferroelec-

tric phase is described by the presence of dipoles within each unit cell which all

align between unit cells to form a macroscopic polarisation. Ferroelectricity is

therefore a collective phenomena. For perovskites the dipole within each unit

cell usually originates from the A or B cation o↵-centring (see figure 1.2). The

origin of this o↵-centring can be described approximately using the above discus-

sion of the Goldschmidt tolerance factor, or more rigourously within electronic

structure theory, see below. The order-disorder and displacive transitions di↵er

in the description of the paraelectric phase. Within the order-disorder picture,

the paraelectric phase consists of randomly ordered dipoles (such as in BaTiO3,

see e.g. ref. (13)), whereas for the displacive transition the paraelectric phase

consists of no-dipoles - the B cation returns to the centre of the unit cell. Sev-

eral structural phase transitions within the ferroelectric phase can also appear

below the Curie temperature, such as in BaTiO3. With decreasing temperature

the system changes from tetragonal to orthorhombic and finally to rhombohedral

symmetry due to a rotation of the polarisation axis from [001] to [011] and finally

[111] direction below 183K.

A major breakthrough in understanding the microscopic origin of ferroelec-

tricity in perovskites came through electronic structure calculations using den-

sity functional theory (DFT). A brief introduction to DFT is presented in chap-

ter 2. In the early 1990’s Cohen (14) performed DFT calculations on BaTiO3

and PbTiO3, reproducing the experimental o↵-centred ferroelectric phase. A

large hybridisation between the nominally empty Ti 3d and O 2p was observed.

It was proposed that if the energy gain through the formation of these new cova-

lent bonds with B-cation o↵-centring is larger than the energy cost associated to

6



1.1 Oxides, interfaces and polarity
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Figure 1.2: (a) Schematic of the o↵-centring for up and down ferroelectric

polarisation states. (b) The typical double well shape of the free energy as a

function of polarisation. (c) The hysteretic behaviour of the polarisation with

applied electric field, E.

short-range ionic Coulombic forces, the system would spontaneously polarise. The

dp hybridisation is intimately linked with the anomalously large Born e↵ective

charges, Z⇤, in ferroelectrics. The Born e↵ective charge is dynamical, and should

be distinguished from static charges which are usually based on partitioning the

full electron density in to contributions from di↵erent ions. Instead Z⇤ relates the

change in polarisation upon displacement of an atomic sub-lattice. Z⇤ is large in

ferroelectrics due to the charge transfers associated with bond formation upon B

cation displacements.

Macroscopically, ferroelectric phase transitions can be described phenomeno-

logically within thermodynamic theory. This is the Landau-Ginzburg-Devonshire

7



1. INTRODUCTION

(LGD) theory (15; 16). In a simplified form (1D treatment of 3D system with

no anisotropy) in the absence of strain and an external electric field, the free

energy of a ferroelectric can be expressed as a function of polarisation, P , and

temperature, T ,

f(T, P ) = a1P
2 + a11P

4 + a111P
6, (1.2)

where the coe�cients are temperature dependent. Perhaps the most important

coe�cient, a1, takes the form, a1 = ↵(T �T0), where ↵ is a positive constant and

T0 is the phase transition temperature. Additionally the coe�cient, a11, deter-

mines the type of transition; first or second order. For a second order transition,

a11 is positive. When T > T0, a1 is positive, and the free energy is a single well

with minimum at P = 0, and the material therefore in the paraelectric state. If

instead T < T0, the free energy is a double well (see figure 1.2) with minimum

at P = ±PS, where PS =
p

�a1/(2a11) is the spontaneous polarisation of the

material in the ferroelectric phase. The polarisation evolves gradually with tem-

perature until reaching zero at the transition temperature, hence the transition

is second order. For a first order transition, a11 is negative, and the free energy

can have three local minima within a certain temperature range. Across the tran-

sition the global minimum switches from a location at PS to zero, producing a

discontinuous change in the polarisation, and hence the transition is first order.

BaTiO3 goes through several first order phase transitions.

In connection with the next section, we briefly highlight one of the many ways

that an interface can dramatically a↵ect a ferroelectric system. Take the simplest

example of an interface with vacuum, i.e. a surface, of a ferroelectric material. A

polarisation in the ferroelectric produces a net surface charge density, � = P.n̂.

In other words the surface charge density equals the magnitude of the polarisation

normal to the surface. For a free standing film, open circuit boundary conditions

can be assumed, i.e. the electric field in vacuum is zero. In the absence of

any external charges, it can be easily shown using Gauss’s law that a constant

electric field within the film appears, with magnitude �/✏0, pointing in opposite

8



1.1 Oxides, interfaces and polarity

direction to the polarisation (where ✏0 is the permittivity of free space). The

energy associated with this internal electric field (called the depolarising field) is

positive and large, adding to the quadratic term of the LGD free energy. The free

energy becomes a single well for practically all accessible temperatures, rendering

the material in the paraelectric phase. In reality the surface may have access to

some form of screening charge which is able to reduce the net surface charge of

the material and lower the depolarising field (chapter 8 considers a surface redox

process forming charged defects). Alternatively the depolarising field can also be

reduced by forming a periodic arrangement of 180� domains, if the domain wall

energy cost is less than the ferroelectric well depth.

1.1.3 Interfaces

A heterostructure, is a layered system consisting of two or more di↵erent ma-

terials, and the boundary between layers is called the interface. Interfaces are

key in many scientific areas and technological applications. For example semi-

conductor devices such as solar cells, lasers and transistors all rely on interface

physics. This thesis considers two types of interface, both of two-dimensional

form; surfaces (between an oxide and air or vacuum), and epitaxial interfaces

(between two oxides). An epitaxial interface implies some degree of crystallo-

graphic matching between the atomic structure of the substrate and the film.

The film and substrate need not be of the same crystal class for this to occur.

The crystallographic registry between substrate and film of di↵ering compositions

is called heteroepitaxy.

Current techniques for epitaxial growth o↵er the possibility for control at an

atomic level. Before film growth, the quality and termination of the underlying

crystalline substrate surface is considered. Within the semiconductor industry,

chemical etching processes to produce smooth, defect free surfaces are well known.

The equivalent processes for oxides are still in their infancy, but some recipes for

the most common oxide substrate, SrTiO3, are reported (17; 18). It should be

9
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noted that in reality almost all substrate surfaces are vicinal containing atomic-

scale steps, usually due to a small miscut angle from the ideal surface plane (see

for example ref. (19) for more details). Once the substrate surface has been

controlled, growth of the film proceeds with a choice of various deposition meth-

ods. The most common method used to grow the oxides presented in this thesis

is pulsed laser deposition (PLD), followed by molecular beam epitaxy (MBE).

In PLD a high-power laser is used to ablate a solid target which deposits on a

heated substrate. Several growth parameters such as temperature, laser fluence

and oxygen partial pressure are key to producing layer-by-layer stoichiometric

oxide films. A comprehensive review of PLD can be found in ref. (20). Using

reflection high-energy electron di↵raction (RHEED) the growth of these oxide

heterostructures can be monitored and controlled with layer-by-layer precision.

In the early stages of heteroepitaxial growth, or in low lattice mismatch sys-

tems, coherent epitaxy can occur whereby identical copying of the atomic reg-

istry between surface and film produces pseudomorphic growth. The bi-axial

lattice mismatch strain induced by the substrate into the film is defined as,

(asub � afilm)/afilm, where afilm and asub denote the lattice parameter of the film

and substrate respectively (for simplicity we assume cubic bulk structure for both

film and substrate). A positive strain represents tension, and negative strain com-

pression. A third strain normal to the interface is also induced due to the Poisson

e↵ect. In later stages of growth, or in highly mismatched systems, periodic dislo-

cations (called misfit dislocations) are introduced at the interface to reduce the

lattice mismatch strain. At this point the system is called semi-coherent. There

usually exists a critical film thickness at which the transition between coherent

and semi-coherent growth occurs. All the systems studied in this thesis are within

the coherent regime since the films are ultrathin (several nm or less thick).

The e↵ect of bi-axial mismatch strain in ultrathin films can sometimes be a

dominating e↵ect in determining their properties. The strain changes the dis-

tance between atoms and the orbital overlap, therefore a↵ecting both lattice and

10



1.1 Oxides, interfaces and polarity

electronic degrees of freedom. The field of strain engineering in complex oxides

is becoming popular, the idea being that careful selection of the substrate lat-

tice parameter can tune the properties of the film to those desired. One striking

example includes the prediction (21), and experimental confirmation (22), that

EuTiO3, in bulk form paraelectric and antiferromagnetic, can become simulta-

neously both ferromagnetic and ferroelectric under epitaxial strain (albeit the

experiments used tensile strain, whereas the theory studied compressive). There

are many other examples of strain engineering in complex oxide thin films, some

of which are described in refs. (23; 24; 25).

Apart from strain there are many other e↵ects by which interfaces can induce

alterations to the charge, spin, orbital and lattice degrees of freedom. These in-

clude, charge transfer, symmetry breaking, frustration and electrostatic coupling.

A description of each is beyond the scope of this chapter, but for a recent review,

see ref. (26). We concentrate on electrostatic coupling below.

Electrostatic coupling becomes important when a material has a non-zero

polarisation component normal to the interface (or surface). The electrostatic

stability of crystalline surfaces is central to many of the concepts presented in

this thesis, and has been the subject of confusion and debate since it was first

formally discussed by Tasker in 1979 (12). In this section we only introduce some

of the topics, leaving a more detailed treatment for chapters 2 and 3.

Tasker considered the surfaces of ionic crystals, whereby the surface is created

by stacking bulk unit cells without allowing for any further ionic or electronic

relaxation (see figure 1.3). This has been called the bulk frozen surface (27).

The semi-infinite system is modelled by a set of point charges taking the formal

valence of each ion. Tasker proposed that a surface is classified as polar if the

bulk unit cell contains a finite dipole moment. The polarisation, and hence surface

net charge (P.n̂), within the textbook Clausius-Mossotti picture (see chapter 2),

is equal to the dipole moment per unit volume of these formal point charges.

A non-zero surface net charge density is energetically unstable since a plane of
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Figure 1.3: Tasker’s ionic surface classification. (a) Type 1 with zero planar

charges due to equal anions and cations on each plane. (b) Type 2 has charged

planes but zero net dipole moment perpendicular to the surface. (c) Type 3

has both charged planes and a net dipole moment perpendicular to the surface.

(Figure adapted from ref. (12)).

charge separating two semi-infinite systems produces a divergent electrostatic

energy. This has been termed the ‘polar catastrophe’. Therefore polar surfaces

are predicted to not exist in nature, but require some form of charge screening.

Recently the use of the ideal formal charges, was replaced by a more realistic

charge distribution in crystals taking in to account covalency (27). The classi-

fication of polar surfaces was instead based on the use of dipole-free unit cells.

Once a dipole free unit cell is constructed, the existence of remaining charge left

over in the surface unit cell defines a polar surface.

There are several apparent problems with both approaches described above (12;

27). The most important is that no connection to the modern theory of polari-

sation is made in either of these cases (see chapter 2). The charge density alone

is not enough to define the polarisation, but also the phase of the wavefunctions

is required. This inaccuracy led to the false concept of ‘weak polarity’ at the

SrTiO3 (001) surface (27). It is only very recently that the modern theory of

polarisation has been formally applied to the concept of polar surfaces (and in-
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1.1 Oxides, interfaces and polarity

terfaces) (28; 29). It turns out that, by chance, Tasker’s picture of formal charges

is su�cient to define the polarisation for all materials that are characterised by

a centre of symmetry. For materials lacking this symmetry, a non-trivial elec-

tronic component to the polarisation must be added. This component is related

to the anomalous Born e↵ective charge in ferroelectrics. If the bulk polarisation

is non-zero, the surface is polar.

The interface theorem (30), can be used to classify a polar interface. If the

di↵erence in the component of the bulk polarisations normal to the interface from

material A to material B is non-zero, the interface is polar. It is equivalent of

adding the surface charge contributions from both materials either side of the

interface. It should be noted that, of course, in reality no system is semi-infinite.

In the case of thin films, both an interface with the substrate and a surface exists,

usually with equal and opposite interface charge densities. Under open circuit

boundary conditions and for finite sized films, the electrostatic energy no longer

diverges. This is because the two interfaces are coupled, essentially creating a

dipole across the film, and zero field elsewhere.

A polar surface or interface can neutralise the excess net charge density

via several types of mechanisms. Extrinsic mechanisms (requiring an external

reservoir/sink) include adsorption of foreign species and changes in the inter-

face stoichiometry. Intrinsic mechanisms include electronic reconstruction and

dielectric screening. For example the nominally polar Ge-GaAs (001) interface

is thought to undergo an atomic reconstruction producing a non-stoichiometric

interface (31). More recently there has been evidence suggesting that ferroelectric

surfaces are a↵ected by adsorption and desorption processes during polarisation

reversal (32; 33; 34). One of the most popular examples of recent times is the

interface metallicity in the LaAlO3-SrTiO3 (001) system (35). It is thought that

the interface two-dimensional electron gas appears due to the fact that the inter-

face is polar (36), but the precise origin (intrinsic vs. extrinsic), and even the role

of polarity is still debated. The next section summarises the key experimental
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and theoretical studies of the LaAlO3-SrTiO3 system.

1.2 The LaAlO3/SrTiO3 interface

At room temperature SrTiO3 (STO) is a perovskite in the ideal undistorted

cubic structure, with a lattice parameter of 3.905 Å (37) and LaAlO3 (LAO) is

a distorted rhombohedral perovskite with small rotations of the AlO6 octahedra.

LAO can be considered as pseudocubic with a lattice constant of 3.791 Å (38).

Both are band insulators with band gaps of 3.2 eV (39; 40; 41) and 5.6 eV (42)

respectively. The combination of a relatively small lattice mismatch between

LAO and STO (3%) and similar thermal expansion coe�cients (43; 44) suggests

the potential for coherent epitaxial growth between the two.

The discovery that the LAO-STO interface is metallic in 2004 (35), was there-

fore a surprising result. Since the original finding, the LAO-STO interface has

become a whole field of research in itself with a worldwide e↵ort into under-

standing and utilising the interface’s metallicity. Ohtomo and Hwang’s seminal

paper (35) has received over 700 citations to date. Since it is a fairly new topic,

the field has developed considerably since the first discovery. The next several

sections attempt to provide a brief overview of the most significant developments.

We first provide a summary of experimental and theoretical results on a selection

of important topics (interface transport and role of oxygen, LaAlO3 thickness de-

pendence, field e↵ects and electronic properties) and at the end discuss possible

mechanisms to explain the results. Comprehensive reviews and shorter surveys

can be found in refs. (45; 46; 47; 48; 49; 50; 51).

1.2.1 Interface transport and the polar catastrophe

In Ohtomo and Hwang’s seminal paper (35), LAO films were grown using

pulsed laser deposition (PLD) on STO (001) substrates. Two di↵erent (001)

STO terminations were used as a precursor to LAO growth; TiO2 and SrO. This
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1.2 The LaAlO3/SrTiO3 interface

Figure 1.4: (Left): The (001) LAO-STO system, showing the planar formal

charge density. (Middle): The resulting electric potential which diverges with

thickness. (Right): If 0.5 electrons per two dimensional unit cell are removed

from the LAO surface and placed at the interface, the resulting potential no

longer diverges. (Figure adapted from reference (45)).

formed two di↵erent interfaces; TiO2-LaO and SrO-AlO2 which we call n and

p type interfaces (for reasons that will become clear below). See figure 1.4 for

a schematic of the n-type interface. Hall transport measurements showed that

whilst the p-type LAO-STO interface showed insulating behaviour, the n-type

interface is conducting with a high electron mobility (104 cm2 V�1s�1 at low

temperatures). This remarkable result shows how a change of a single atomic

layer at an interface can dramatically alter the electronic properties of the system.

Using atomic resolution electron energy loss spectroscopy (EELS) Nakagawa and

Hwang (36) inferred soon afterwards the presence of approximately 0.3 oxygen

vacancies per two dimensional unit cell at the p type interface and 0.7 electrons

per two dimensional unit cell at the n type interface.

In order to rationalise their results, Nakagawa and Hwang (36) presented an
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argument called the polar catastrophe, which is illustrated in figure 1.4. Starting

from the frozen bulk interface, the formal charges on each atomic (001) plane

parallel to the interface are 0 and ±1 electrons per two dimensional unit cell

in STO (SrO0 and TiO2
0) and LAO (LaO+ and AlO2

�) respectively. One can

solve the electric potential of this charge distribution using Gauss’s law, given

an electrical boundary condition. It is simple to show that under open circuit

boundary conditions (i.e. the electric field is zero in the thick STO substrate

and vacuum) the electric potential diverges with LAO thickness, since a constant

non-zero electric field appears within LAO. One way to prevent this energetically

unstable ‘polar catastrophe’ is by adding 0.5 holes (or 0.25 oxygen vacancies)

per two-dimensional unit cell at the p-type interface and 0.5 electrons per two-

dimensional unit cell at the n-type interface. The measured deviation from these

numbers was argued to arise to reduce the interface band o↵set (see ref. (36) for

more details). The polar catastrophe mechanism became a popular explanation

for the origin of conductivity in LAO-STO. Many experimental studies that came

after were inspired by attempting to prove or disprove the mechanism, and so

we will refer back to it frequently. After these first two studies (35; 36) most

experimental investigations concentrated on the metallic n type interface.

1.2.2 The role of oxygen partial pressure

Very early on the e↵ect of growth conditions, in particular the oxygen partial

pressure, pO2 and oxygen annealing process, were known to alter the transport

properties at the interface. Even in Ohtomo and Hwang’s original paper, these

parameters were tested and were seen to a↵ect the Hall mobility, sheet resistance

and carrier density of the n-type interface. This stimulated several further at-

tempts to understand the e↵ect of pO2 and oxygen annealing processes on the

n-type interface (52; 53; 54; 55; 56). For a summary of results see Table 1 of

ref. (50). Whilst a scatter of values is found for the Hall mobility and sheet re-

sistance, there seems to be a general agreement between studies that for samples
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1.2 The LaAlO3/SrTiO3 interface

grown at high pO2 (approximately 10�4 mbar), the sheet carrier density is between

1013-1014 cm�2. This is approximately 0.02-0.2 electrons per two dimensional in-

terface unit cell, three orders of magnitude less than the density found at low

pO2 (approximately 10�6 mbar), and over an order of magnitude less than that

expected from the polar catastrophe (36). We highlight ref. (56) as an important

study that helped to understand these results. Basletic et al. (56) discovered

using a conductive tip atomic force microscope in cross-section that the spatial

extent of the interface carriers changed from hundreds of micrometres into STO

to within a few nanometres at the interface upon a high pO2 anneal (see below

for more on spatial extent of carriers). It suggests two types of carriers, one ex-

tending deep into the STO substrate and the other forming a two-dimensional

electron gas (2DEG) at the interface. It was argued that at low pO2 and without

annealing, oxygen vacancies, a common defect in oxides, are formed during the

growth process in STO. Each oxygen vacancy acts as an n-type donor, giving

up two electrons available for conduction. This meant that in order to study

the possibly intrinsic carriers that locate within nanometres of the interface, a

well controlled growth process is needed to prevent the formation of STO oxygen

vacancies. A recipe for such a growth procedure is given in ref. (57) and a review

including substrate treatment can be found in ref. (47). The literature that is

discussed in the remaining sections utilises this growth process, unless explicitly

mentioned otherwise.

1.2.3 LaAlO3 thickness dependence

A significant development was made when it was discovered that the con-

ductivity at the n type interface only occurs for LAO films greater than 3 unit

cells thick (58). Not only can the insulating-metallic transition at this critical

thickness be used in field e↵ect devices (see next section), but it would provide

important clues as to the origin of the conductivity. The insulating-metallic crit-

ical thickness has since been reproduced among several groups using pulsed laser
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Figure 1.5: Comparison of the interface electron density measured via Hall trans-

port (58), hard x-ray photoelectron spectroscopy (HAXPES) (59) and resonant

inelastic x-ray scattering (RIXS) (60). (Figure adapted from reference (60)).

deposition techniques, and interestingly also molecular beam epitaxy (61), hint-

ing towards a general mechanism not specific to the growth technique (once STO

oxygen vacancies are removed). The sheet carrier density is below detectable lev-

els for LAO films less than 4 unit cells thick, and increases in a step-like jump to a

value between 1⇥1013 - 3⇥1013 cm�2 (approximately 0.02-0.05 electrons per two

dimensional interface unit cell - an order of magnitude less than that expected

from the polar catastrophe (36)) with no further noticeable change at larger thick-

nesses (see figure 1.5). The e↵ect of thickness on the sheet carrier density has

been found to be quite di↵erent when a further STO capping layer is deposited

on the LAO film. A small but finite density is found for LAO films as thin as one

unit cell, and increases gradually to a value of approximately 0.2 electrons per

two-dimensional unit cell at about 6 LAO unit cells (62). The non-existence of

a critical thickness in this experiment may simply be due to the lower pO2 (10�5

mbar) and lack of annealing. However more recent experiments and calculations
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1.2 The LaAlO3/SrTiO3 interface

have suggested that the STO capping layer is responsible for this di↵erence (63).

For the moment we will concentrate on the bare uncapped LAO-STO system.

Spectroscopy measurements (photoemission and x-ray scattering) have also

been utilised to determine the interface conduction band density (59; 60; 64) as

a function of LAO thickness. Note here that it is the STO conduction band

(Ti 3d) density being determined, which may or may not be mobile, unlike the

carrier density as measured in transport. In all cases a larger sheet density than

that seen in transport experiments was observed and even at an LAO thickness

of 1 or 2 unit cells (59; 60; 64). The sheet density is seen to increase with

LAO thickness to a value of approximately 0.2 electrons per two dimensional

interface unit cell at 6-8 unit cells (59; 60), after which the density seems to

remain constant (60) (see figure 1.5). There are several interesting points to

note here. Firstly it is apparent that not all the Ti 3d states contribute to

transport, indicating two types of carriers: mobile and trapped. Indeed further

spectroscopic evidence found in insulating systems in-gap Ti 3d like states, but

in conducting interfaces additional Ti 3d states at the Fermi level (65). Secondly,

whilst the density measured by spectroscopy is closer to that expected from the

polar catastrophe than the density measured by transport, there are still more

than half the electrons unaccounted for. It is interesting to note the increase in

density with thickness up to 6-8 unit cells at which point the density remains

independent of thickness (or possibly slowly decreases). This transition at 6-8

unit cells is close to the critical thickness for strain relaxation due to epitaxial

mismatch (66) at which point misfit dislocations appear at the interface. Whilst

an e↵ect of dislocations on electron transport by scattering has been found (67),

it is unknown what influence they could have on the character of the interface

electron states in connection with spectroscopy.

The structural properties of LAO-STO have also been experimentally exam-

ined as a function of LAO thickness. Here we highlight two studies, which as

we will discuss further below, support the concept of the importance of polarity
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in LAO-STO. An o↵-centring of the cation positions with respect to the ideal

perovskite LAO structure, similar to the o↵-centring described above in ferro-

electrics, was inferred from surface x-ray di↵raction measurements (68). The

magnitude of this o↵-centring was seen to reduce with increasing LAO thickness.

In a second study, x-ray di↵raction was used to determine the LAO out-of-plane

lattice parameter, c, as a function of LAO thickness (69). They find that c starts

at a larger value than that expected from elastic arguments alone, and reduces

with increasing LAO thickness until at 6 unit cells when it reaches the elastic

limit. Since o↵-centring is known to a↵ect the lattice parameter, both studies

are likely connected and in agreement. In fact both are signatures of an internal

electric field within thin LAO films, consistent with that expected from the polar

catastrophe (36).

Some aspects of the transport, spectroscopic and structural experimental in-

vestigations have been qualitatively reproduced (or predicted) with density func-

tional theory (DFT) calculations (see chapter 2). An insulating to conducting

transition with LAO thickness in the n-type interface has been found within DFT

calculations, after the experimental observation. The first several studies calcu-

lating this critical thickness can be found in refs. (70; 71; 72; 73). A range of

critical thicknesses have been reported; anywhere between 4-6 unit cells. The

variation was later discussed as due to a dependence of the critical thickness on

the STO band gap, which DFT underestimates to various degrees depending on

the exchange correlation functional, and also the LAO dielectric constant, which

is sensitive to strain (50). Additionally the LAO o↵-centring experimentally ob-

served (68) as discussed above, had been previously predicted by DFT calcu-

lations (71; 73). The DFT calculations made significant developments towards

understanding the mechanism of conductivity, in pristine (defect free) LAO-STO

systems for which the calculations were performed on. They showed the existence

of an electric field within LAO, in agreement with the polar catastrophe. At the

critical thickness the potential drop across the film reaches the band gap of STO,
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and electrons are transferred from the LAO surface to the STO interface. A

computed layer-by-layer density of states which graphically captures this process

can be found in ref. (72). The quantitate agreement (or disagreement) of this

mechanism with experiment will be explored further below.

1.2.4 Field e↵ects

Another significant discovery was that a gate voltage across the LAO-STO sys-

tem can drive the interface reversibly between insulating and metallic regimes (58)

when a LAO thickness of just below the critical is used. The findings were not

only important for helping to understand the origin of the metallicity, but also

presented a novel design for potential device applications within oxide electronics.

The field e↵ect was later reproduced in ref. (70) (with a corresponding news

article (74)) this time using a biased atomic force microscopy (AFM) tip to re-

versibly write and erase nanoscale conducting regions, with potential applications

for high-density information storage devices. In both ref. (58) and (70) a LAO

thickness of exactly 3 unit cells was required for the switching process, in connec-

tion with the critical thickness (58). In the latter, it was proposed that oxygen

vacancies at the surface of LAO (not in STO as previously discussed) could be

playing a role (70). Within this study a DFT calculation showed that the for-

mation of an oxygen vacancy at the LAO surface, could alter the system from

insulating to metallic, if the system was originally in the insulating state. In con-

nection, evidence came later suggesting charge writing at the LAO surface was

behind the AFM conductivity switching experiments (75), and that the process

was dependent on the existence of water in the surface environment (76).

The field e↵ect was additionally found to be able to switch the insulating state

into a superconducting state (77) at low temperatures. These correlation e↵ects

and other interface electronic properties will be briefly summarised in the next

section.
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1.2.5 Electronic properties

In this section, the properties (for example spatial extent, orbital character,

correlation e↵ects) of the conducting electron gas are presented. Since this thesis

has been more concerned with the origin of the conducting region, rather than its

properties, this section will only provide a brief summary of results. However some

of the electronic properties can provide clues of its origin, and so we concentrate

on these cases.

One of the first questions posed after Ohtomo and Hwang’s initial transport

measurements (35), was to what spatial extent are the electron carriers confined

in STO? As mentioned already above, the growth conditions were found to dra-

matically influence the answer to this question. In samples grown at low pO2 and

without annealing, the carriers were found to extend deep into STO producing

a 3D metallic region (54; 56; 78). Cross-section conductive tip atomic force mi-

croscopy measurements revealed that the spatial extent of the interface carriers

changed from hundreds of micrometres into STO to within a few nanometres at

the interface upon a high pO2 anneal (56). It was suggested that two types of

interface carriers exist, one extending deep into the STO substrate due to oxygen

vacancies in STO, and the other forming a two-dimensional electron gas (2DEG)

possibly intrinsic to the interface. This quasi-2D nature of the electron carriers

under appropriate growth conditions has since been reproduced by several groups.

For example hard x-ray photoelectron spectroscopy studies found the thickness of

the carriers to be less than 4nm (59). Another cross-section conductive tip atomic

force microscopy study measured the thickness to be less than 10 nm (79). Us-

ing atomic layer doping and transport measurements another study inferred the

majority of the electron gas to lie within just 1 unit cell from the interface (80).

Finally infrared ellipsometry found an asymmetric concentration profile, with a

rapid initial decay from the interface over the first 2 nm and a pronounced tail

that extends to about 11 nm (81). An e↵ort also came from the DFT community

to understand the spatial extent of the carriers. Early calculations also found the
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electrons to be confined close to the interface (approximately 1 nm) (82; 83; 84).

Later calculations using larger simulation sizes to include more STO units, found

that whilst the majority of carriers lie within a nm of the interface, some extend

further out with a slowly decaying density (85; 86; 87) in agreement with the

infrared ellipsometry measurements (81). This suggests that electron carriers oc-

cupy at least two di↵erent bands, and connects with the next topic, the orbital

character of the electron gas.

The first study to investigate the orbital character of the electronic carriers

used atomic resolution electron energy loss spectroscopy (EELS), inferring the ex-

istence of Ti3+ states (36) localised near the interface. In bulk STO, Ti nominally

has a charge state of Ti4+ with the unoccupied conduction band edge being of Ti

3d character. Hence the existence of Ti3+ at the interface, indicates the likelihood

of an electronic reconstruction filling the Ti 3d band. This has since been repro-

duced with additional EELS measurements, however deviations in the interface

Ti valence were found to be not as pronounced as the initial experiments (88).

Further investigations using x-ray absorption spectroscopy revealed that the usual

degeneracy of the Ti 3d t2g orbital is lost at the LAO-STO interface, with the

3d
xy

state being occupied first (89). More complex behaviour has been sug-

gested by various experiments, such as suspected polaronic behaviour (81), and

the interface electrons occupying at least two di↵erent states with localised and

delocalised character (65; 90; 91). DFT calculations are a natural theoretical tool

for understanding the electronic ground state behaviour of the interface. Many

DFT investigations of the n-type LAO-STO interface have found occupied Ti 3d

states at the interface, and the first few can be found in refs. (71; 82; 92; 93).

The splitting of the Ti 3d t2g orbital degeneracy has also been observed, with

the 3d
xy

state being occupied first (82; 94), in agreement with x-ray absorption

spectroscopy (89). With increasing carrier density the 3d
xz

and 3d
yz

states also

become occupied. Ref. (94) showed that the lowest d
xy

band is localised in the

out-of-plane direction having a strongly 2D character, whilst the d
xz

and d
yz

states
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extend further into STO with a more 3D character. It was suggested that the

2D d
xy

bands are subject to Anderson localisation, and hence their contribution

to transport measurements may be strongly suppressed (94) providing a possible

explanation for the lower electron density measured in transport (58) compared

with spectroscopy (59; 60; 64) and that expected from the polar catastrophe (36).

We end this section with a brief mention of correlation e↵ects, which whilst

an extremely popular area receiving much attention, is beyond the scope of this

thesis. Experimental evidence of magnetic properties of the 2DEG (95) by mag-

netoresistance measurements appeared approximately one year after the first pre-

diction with DFT calculations (82). Further DFT calculations explored the e↵ect

of localisation and TiO6 octahedra tilting on the ground state magnetic order-

ing (96; 97). In addition, superconductivity has been observed (98), which has

since been controlled with a field e↵ect (77). Coexisting (99; 100), or phase sep-

arated (101), ferromagnetic and superconducting LAO-STO has recently been

discovered. These fields are new and growing areas with still many open ques-

tions and opportunities (see refs. (47; 50) for further discussions).

1.2.6 Possible origins

In a recent short review article (51) a summary of the potential origins to the

2DEG was given. A table was presented which listed several important experi-

mental observations with a potential mechanism explaining its origin (oxygen va-

cancies, interdi↵usion, or electronic reconstruction due to the polar catastrophe).

Every experimental observation listed was said to be explained via electronic re-

construction due to the polar catastrophe, whereas the other mechanisms (oxygen

vacancies and interdi↵usion) could not. The authors therefore ascribed the ex-

perimental phenomena in LAO-STO purely to the polar catastrophe, essentially

suggesting a closed case. We will now explore the potential mechanisms, in rela-

tion to the experimental and theoretical studies that are reviewed above, to show

that whilst the polar catastrophe agrees with several of the observed phenomena,
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1.2 The LaAlO3/SrTiO3 interface

it does not naturally explain them all.

So far we have briefly mentioned three mechanisms that have been proposed

as the origin to the LAO-STO 2DEG; the polar catastrophe, the formation of n-

type oxygen vacancies in STO, and the formation of oxygen vacancies at the LAO

surface. A fourth mechanism that has been proposed is cation interdi↵usion (also

called intermixing) (102; 103; 104; 105; 106). Such intermixing has been measured

on a range of LAO-STO samples using various experimental techniques. The

common argument is that when La and Sr interdi↵use between the two materials,

the La3+ replacing Sr2+ acts as an n-type donor in STO creating the metallic

behaviour. However within this local intermixing picture, the Sr2+ replaces the

La3+ at the other side, acting as a p-type donor. Hence the electrons of the donors

will annihilate with the holes of the acceptors, leaving the system insulating.

Local intermixing is not expected to dope the interface, and nor is it expected

to provide the charge necessary to prevent the polar catastrophe as shown in

chapter 3.

Out of the other three proposed mechanisms (the polar catastrophe, the for-

mation of n-type oxygen vacancies in STO, and the formation of oxygen vacancies

at the LAO surface), the formation of n-type oxygen vacancies in STO is also not

expected to provide the charge necessary to prevent the polar catastrophe. It is

also di�cult to explain, i) the observation of a LAO critical thickness for metal-

licity, and, ii) the SrO-AlO2 insulating interface, in terms of oxygen vacancies

within STO. The cross-section conductive tip atomic force microscopy measure-

ments before and after a high pO2 anneal (56) is strong evidence suggesting that

two types of interface carriers exist, one extended deep into the STO substrate

due to oxygen vacancies in STO, and the other forming a two-dimensional elec-

tron gas (2DEG) of di↵erent origin. However the recent findings that growth

under even higher pO2 (5⇥10�2 mbar) can form insulating interfaces at all LAO

thicknesses (107) raises doubts as to the role of O vacancies. These experiments

deserve future attention and require attempts from other groups to reproduce
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their high pO2 insulating samples, possibly using di↵erent deposition techniques.

Let us now consider the evidence for and against the polar catastrophe. We

start with a reminder of the concept presented in ref. (36). Taking the frozen bulk

LAO-STO interface, the formal charge density of each AO and BO2 (001) plane

parallel to the interface are 0 and ±1 electrons per two dimensional unit cell in

STO and LAO respectively. Solving for the electric potential of the charge den-

sity distribution using Gauss’s law, it is simple to show that under the boundary

conditions of a zero electric field in the thick STO substrate, the electric poten-

tial diverges with LAO thickness. Ref. (36) argues that precisely 0.5 electrons

per two dimensional unit cell at the n-type interface would prevent this potential

divergence 1. These arguments would also extend to any II-IV/III-III perovskite

interface. Hence the fact that the interfaces between STO and LaTiO3 (108),

LaGaO3 (109), and LaVO3 (110) are also metallic, is therefore quite strong evi-

dence towards the polar catastrophe.

The polar catastrophe can also help explain the LAO critical thickness for

metallicity, at least qualitatively. For ultrathin and pristine LAO films, the sys-

tem can remain insulating and sustain an electric field. This has been seen in

DFT calculations (70; 71; 72; 73), and can be described by a simple model that

includes the band gaps and alignment of LAO-STO and the dielectric screen-

ing of LAO (see chapter 4 for an example model for LAO-STO superlattices).

Solving for Gauss’s law for the n-type interface as before, one can calculate the

macroscopic electric field within LAO, including its dielectric response (see for

example ref. (50) for details). Since both materials are insulators, the electric field

remains, until at a critical thickness, the potential drop across the film reaches

the band gap (in this case STO’s band gap since it is the smaller and we assume

no valence band o↵set). At this point electrons are transferred from the valence

1Note that these numbers are based on formal ionic charge values, and it is well known

that perovskites have substantial covalent character. One might therefore expect the electron

density to be scaled down accordingly. This however would be wrong. See chapter 3 for a

discussion.
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band maximum at the surface (of O 2p character) to the conduction band min-

imum at the interface (of Ti 3d character). Several points between this model

and experimental findings agree and several disagree. Firstly the existence of an

electric field in LAO has been inferred through structural (68; 69), and tunnelling

measurements (111), however it was not seen in x-ray photoemission spectroscopy

measurements (61). Whilst Ti 3d states have been measured at the interface, no

hole states have been seen at the surface except with a STO capping layer (63) al-

though this could be due to the immobile nature of these states (85). Additionally

if one calculates the critical thickness within the model, using the experimental

band gaps, and the (strain and electric field dependent) LAO dielectric constant,

it equals 6 unit cells (50), not 4 from transport experiments (58) or as thin as 1

or 2 unit cells from spectroscopy (59; 60; 64).

Therefore it seems that whilst there are several pieces of experimental evidence

supporting the polar catastrophe, there are also a few discrepancies, and the

picture is not as clear as it is made out to be in ref. (51). A final possibility, which

has yet to be explored fully, is interface doping through the formation of surface

oxygen vacancies (70). In chapter 7 we model the energetics of this processes,

show that several experimental results incompatible with the polar catastrophe

find natural explanations and hence propose it as an alternative origin to the

2DEG.

1.3 Aims and Objectives

The principal aim of this thesis is to further the understanding of interfaces

between polar materials and related screening e↵ects through analytical modelling

and first principles calculations. The interface between LaAlO3 and SrTiO3 pro-

vides an excellent system to do this since it shows novel behaviour requiring new

scientific understanding, and due to its high popularity providing opportunities

for discussions and collaboration with experimental groups. The initial moti-
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vation for this thesis was to provide helpful guidelines, using basic theoretical

principles, towards understanding the origin of the two-dimensional electron gas

(2DEG) at the LaAlO3-SrTiO3 interface. Through studying the pristine system

(chapters 3 and 4) and realising the importance of electrostatics and polarity in

these materials, we were led to ask several related questions: (i) can the polarisa-

tion of LAO be utilised further to create new electronic properties? (chapter 5),

(ii) since interfaces between centrosymmetric materials can be charged, are there

other symmetries in di↵erent materials which also allow polar surfaces? (chap-

ter 6), iii) are defects instead likely to play a role in the origin of the 2DEG?

(chapter 7), and (iv) can these polarity arguments and screening models also

apply to the prototypical polar materials - ferroelectrics? (chapter 8).

The specific objectives of the research presented in this thesis were:

1. To understand the net charge at insulating interfaces, particularly

the interface between LaAlO3 and SrTiO3.

Within Tasker’s classification of polar surfaces (12) and the polar catastro-

phe mechanism for the LAO-STO interface (36), formal ionic charges are

used to model the charge density at the interface. However perovskites and

many other materials have a sizeable degree of covalency, and so it has been

suggested that factors accounting for related charge density e↵ects should

be included (see them reviewed in ref. (27)). Chapter 3 attempts to con-

sider these approaches for addressing the issue of the net charge at polar

interfaces within the framework of the modern theory of polarisation (see

chapter 2), and applies it the LAO-STO interface.

2. To apply the net charge considerations to pristine LaAlO3-SrTiO3

superlattices.

If the net charge of the frozen bulk system is known and found to be non-

zero, the system is susceptible to charge screening instabilities. As a first

step, we aim in chapter 4 to understand these screening processes in pristine
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(defect free) LAO-STO superlattices, by comparing an electrostatics anal-

ysis (using the frozen bulk net charge from objective 1) with first principles

calculations.

3. To determine whether the e↵ect of steps at the LaAlO3-SrTiO3

interface influence the electronic properties.

Chapter 5 aims to understand the e↵ect on the interface net charge and

related screening e↵ects by small alterations to the pristine interface seen

in essentially all grown samples - steps. Steps of one unit cell height in

LAO-STO samples are known and have been characterised (47; 112; 113).

4. To understand whether the net charge arguments apply generally

in systems with di↵erent symmetry.

Objectives 1, 2 and 3 have concentrated on the LAO-STO system which

is made up of two centrosymmetric materials. Chapter 6 aims to under-

stand whether the net charge arguments are more general, by considering

a completely di↵erent system with a new symmetry (three-fold rotational)

- two-dimensional honeycomb compounds.

5. To model the e↵ect and stability of surface defects in polar thin

films.

The origin of the 2DEG at the LAO-STO interface is still debated. Whilst

the polar catastrophe is currently the most popular mechanism, several ex-

perimental observations have raised doubts. Chapter 7 considers a di↵erent

mechanism, which is also stabilised through the internal electric field, but

where the carriers appear through the creation of surface redox defects,

such as oxygen vacancies. Chapter 8 considers a similar mechanism as a

potential route to thin film ferroelectric stability.
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Chapter 2

Theoretical Methods

Chapter Summary

The primary theoretical technique employed in this thesis is density functional

theory (DFT). The goal of this chapter is to present the basic theory, with some

of the key approximations, underlying the calculation of the ground state of a

crystalline system. The methods which are summarised are implemented in the

Siesta code (114; 115), and have been used in the current work. It is beyond the

scope of this chapter to provide a detailed review of DFT, which can be found

for example in ref. (116).

The second half of this chapter summarises the formal concept of polarisation

and its calculation from the electronic structure. The history of the problem is

briefly reviewed beginning with the problems of the Clausius-Mossotti model, the

di�culties of quantum-mechanical electrons with spread charge densities and the

resolution of polarisation as an adiabatic flow of current with the Berry phase

and Wannier function formalisms.
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2. THEORETICAL METHODS

2.1 Density functional theory

2.1.1 The Kohn-Sham Formalism

The many-body problem of interacting electrons and nuclei in the solid state

is formidable and requires various approximations to make it computationally

tractable. The first approximation, due to Born and Oppenheimer (117), enables

the electronic and nuclear degrees of freedom of a system to be separated due

to the relatively small mass of the electrons, allowing solution of the time �

independent Schrödinger wave equation. The electrons therefore move in the

electrostatic field of the nuclei but the calculation is still nontrivial in a real

system with many atoms due to the large number of degrees of freedom. In 1964

Hohenberg and Kohn (118) formulated density functional theory (DFT) which

reduced the degrees of freedom by introducing the electron density rather than the

many-body wavefunction as the basic state variable. In this theory the energy of

the system, E[n(r)] , is expressed as a unique functional of this electron density,

n(r), according to

E[n(r)] =

Z
Vext(r)n(r)d

3r+ F [n(r)] (2.1)

where Vext(r) is an external electrostatic potential (due to the nuclei) and F [n(r)]

is a unique functional of the electron density. Moreover the charge density that

minimises E[n(r)] must be the exact ground-state density of the system, and the

value of the energy functional for that density corresponds to the exact ground

state energy. Since the form of F [n(r)] is unknown Kohn and Sham (119) subse-

quently approximated it as follows

F [n(r)] = T0[n(r)] + EH[n(r)] + Exc[n(r)] (2.2)

where T0[n(r)] is the kinetic energy of a system of non-interacting particles with

density n(r), EH[n(r)] is the Hartree energy due to the Coulombic repulsion

of electrons and Exc[n(r)] is the exchange-correlation energy. The exchange-

correlation term should not only include exchange and correlation energies but
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2.1 Density functional theory

also the di↵erence between T0[n(r)] and the true kinetic energy of the interacting

system, however its exact form is unknown. In addition Kohn and Sham expressed

the electron density as a sum over N single particle wavefunctions,  
i

(r), given

by

n(r) =
NX

i=1

| 
i

(r)|2 (2.3)

Each of the terms in equation 2.2 are represented by

T0[n(r)] = �
NX

i=1

~2
2m

Z
 ⇤
i

(r)r2 
i

(r)d3r (2.4)

EH[n(r)] =
e2

2

Z
n(r)n(r0)

|r� r0| d3rd3r0 (2.5)

ELDA
xc [n(r)] =

Z
"xc(r)n(r)dr (2.6)

Equation 2.6 is the local density approximation (LDA) to the exchange correlation-

energy as defined in (119) where "xc(r) is the exchange-correlation energy of a

homogeneous electron gas. In the local spin density approximation (LSDA) the

role of spin is described by explicitly considering the density of up and down

spins. In the generalised gradient approximation (GGA) the exchange-correlation

energy of a system at a given point depends not only on the electron density at

that point but also the gradient of the electron density there, |rn(r)| (120; 121):

EGGA
xc [n(r)] =

Z
f [n(r), |rn(r)|]d3r (2.7)

GGA takes better account of inhomogeneities in the electron density than LDA.

The Kohn-Sham wave equation, obtained from a variational minimisation of

equation 2.1 subject to the constraint of particle number conservation, is ex-

pressed as, 
� ~2
2m

r2 + Ve↵(r)

�
 
i

(r) = "
i

 
i

(r) (2.8)

where "
i

are the single particle eigenvalues, and Ve↵(r) = VH(r) + Vext(r) + Vxc,

where Vext(r) is the external potential due to the nuclei and

VH =
�EH

�n(r)
(2.9)
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Vxc =
�Exc

�n(r)
(2.10)

are the Hartree and exchange correlation potentials respectively. The result of

the Kohn-Sham approach is to transform the problem of N interacting electrons

to solving N independent Schrödinger equations for non-interacting electrons

moving in an e↵ective potential (the sum of the Hartree, external and exchange

correlation potentials). Equation 2.8 is the Kohn-Sham equation which is a non-

linear di↵erential equation and must be solved self-consistently from an initial

trial electron density until the e↵ective potential and the resulting charge density

are consistent. This self-consistency loop is illustrated in ref (122). In practice

each iteration of this self-consistency loop within the Siesta method involves

solving a slightly adapted secular equation of 2.8. Firstly the hamiltonian and

overlap matrices are built (using a localised basis set, see below), and then the

secular equation is solved either by direct diagonalisation or minimisation of an

energy functional.

In the Kohn-Sham formalism, the electron density must be determined (using

equation 2.3) in all space. In practice the problem is simplified in the Siesta

method by calculating the density on a real space grid (115), whose fineness is

controlled by a maximum energy cut-o↵ which can be compared to the kinetic en-

ergy cut-o↵ in plane wave basis set methods. For integrals over the first Brillouin

zone (required for example when calculating the energy, forces and the density

of states) the problem is similarly simplified by replacing the integrals with a

reciprocal space mesh of special points, implemented in the Monkhorst and Pack

scheme (123).

The sum of "
i

is the total energy of the fictitious system of non-interacting

particles. The total energy of the ‘real’ system is then the sum of "
i

plus dou-

ble count correction terms. It should be noted that only the highest occupied

eigenvalue has physical meaning (124). Similarly the Kohn-Sham single-particle

wavefunctions  
i

(r) only relate to the true many-body wavefunction through the

same ground state electron density.
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2.1 Density functional theory

2.1.2 Basis set

Solving the Kohn-Sham equations requires a mathematical representation of

the single particle wavefunction. There are several representations, or basis sets,

to choose from (the most popular being plane waves). The Siesta code (114; 115)

uses the linear combination of atomic orbitals (LCAO) basis set,

 
i

(r) =
X

Ilmn

c
iImn

�
Ilmn

(r) (2.11)

where the electron wavefunction is represented as a sum over all atomic orbitals

for all the atoms, �
Ilmn

(r), multiplied by a corresponding coe�cient, c
iImn

, for

atom I with l and m the angular momentum quantum numbers and n is the

radial orbital number. One of the advantages of the LCAO basis set is that

they can be strictly confined, i.e. zero beyond a cut-o↵ radius (Siesta uses the

scheme of Ref. (125) or Ref. (126)). This locality of the basis can allow for a

linear scaling of computational time with system size, termed order-N , instead

of the order-N3 scaling typically found in most codes. Within this cut-o↵ radius,

the atomic orbitals are products of a numerical radial function and a spherical

harmonic. For atom I located at R
I

,

�
Ilmn

(r) = �
Iln

(|r|
I

)Y
lm

(r̂
I

) (2.12)

where r
I

= r�R
I

. Even if the shape of the atomic orbitals is known qualitatively,

it is not trivial to find an analytical function that accurately represents them. One

option is to use sets of decaying exponentials or Gaussians, however many func-

tions per orbital are usually required. The Siesta code abandons the analytical

form and represents the basis functions numerically to save computational costs.

Minimal basis sets (single-⇣) with only one numerical radial function per angular

momentum orbital have been found suitable for semi-quantitative simulations.

For higher accuracy it is possible to introduce more numerical functions per or-

bital (multiple-⇣) and polarisation orbitals which account for angular flexibility

due to deformation induced by bond formation. In practice polarisation orbitals
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are either generated for an angular momentum one higher than the highest occu-

pied orbital, or by using an atomic orbital of lower angular momentum subject

to a small electric field.

2.1.3 The pseudopotential approximation

A pseudopotential is an approximation to the true electrostatic electron-

nucleus interaction. In the pseudopotential approximation the core electrons

closest to the nucleus are grouped with the nucleus to create a rigid ion. The

interaction between the remaining valence electrons and the rigid ion constitutes

the pseudopotential. One advantage of replacing the electron-nucleus interaction

with an e↵ective electron-ion interaction is that it softens the strongly diverging

Coulomb potential near the nucleus. Additionally it replaces the strongly oscil-

lating valence wavefunction near the nucleus with a smoother, nodeless pseudo-

wavefunction. Furthermore the use of pseudopotentials replaces the need to ob-

tain the core states which are highly energetic and localised, and thus computa-

tionally expensive. Provided certain criteria are met then the pseudopotential is a

good representation of the true all electron-nucleus interaction. For example the

norm-conserving pseudopotentials used in this thesis, preserve the same energy

levels for the valence wave-functions as in the all-electron case, the shape of the

wave-function outside the core region, and the total charge in the core region.

A brief mention of some of the specific features of the pseudopotentials used

here: i) The pseudo charge density is equal to the true density beyond a defined

cut-o↵ radii, ii) The pseudopotentials are norm conserving (127) (the norm of the

pseudowavefunction is equal to that of the true wavefunction), iii) The pseudopo-

tential is semi-local, which is composed of both angular momentum dependent

(called non-local), and to reduce computational expense, angular momentum in-

dependent (local) parts, and iv) The pseudopotentials in some cases include core

corrections (128), which attempts to treat the nonlinear exchange-correlation po-

tential between core an valence charges.
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2.1.4 Periodic solids

To practically describe a bulk crystalline system, which is periodic but infinite

in size, it is necessary to reduce the problem to a finite system. The periodicity of

the crystal implies that the e↵ective potential in the non-interacting wave equa-

tion 2.8, has the same periodicity as the crystal itself, i.e. Ve↵(r) = Ve↵(r+ a),

where a is a Bravais lattice vector.

Bloch’s theorem allows the electron wavefunction in the periodic potential to

be written as a product of a plane wave envelope with a periodic function, u
nk(r),

 
nk(r) = eik.ru

nk(r) (2.13)

where the periodic part of the Bloch function has the same periodicity as the

crystal, i.e. u
nk(r) = u

nk(r+ a), characterised by k, the reciprocal lattice vector

spanning the Brillouin zone and n, the band index. The problem has been reduced

from an infinite number of wavefunctions, to a finite number within the Brillouin

zone.

Periodic boundary conditions has become a widely used technique, not only

for purely infinite systems with three-dimensional periodicity, but additionally

aperiodic systems with molecules, surfaces, interfaces and defects by adopting a

supercell, in which the size of the cell is increased until the interaction between

replicas becomes negligible.

2.1.5 Ionic forces and the Hellmann-Feynman theorem

In order to e�ciently relax the atomic geometry the ionic forces are calculated.

These forces consist of two terms: the classical Coulombic repulsion between the

ions and the quantum mechanical contribution from the valence electrons. The

first term may be calculated using standard Ewald summation techniques, which

comprises of decomposing the electrostatics in to short and long range and solving

each in real and reciprocal space respectively to optimise convergence. The second

contribution, f
I

, may be expressed in terms of the electronic wavefunctions as
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follows

f
I

= � dE

dR
I

= � @E

@R
I

�
X

i

@E

@ 
i

d 
i

dR
I

�
X

i

@E

@ ⇤
i

d ⇤
i

dR
I

(2.14)

where E is the Kohn-Sham electronic energy and R
I

is the position of ion I.

The Hellmann-Feynman theorem (129; 130) states that, provided the electronic

system is at its ground state, the last two terms in the above equation sum to zero

and therefore the forces on the ions due to the electrons is given by just the partial

derivative of the electronic energy with respect to the ionic positions. A correction

to the Hellmann-Feynman theorem is required when using an atomic orbital basis

set. This is the Pulay correction and is required due to the dependence of the

basis functions on the ionic positions (131). Once the total ionic force is obtained

the ionic positions can be relaxed using an iterative line minimisation technique

such as steepest descents or, in a faster modified form, conjugate gradients (122).

2.2 Theory of polarisation

Electric polarisation is an essential concept for the description of a dielectric.

It also plays a key role in ferroelectricity, pyroelectricity and piezoelectricity. The

traditional simplified textbook definition is the dipole moment per unit volume.

However we will see that this definition causes problems for bulk materials. De-

spite polarisation being such a fundamental property, the resolution only came

fairly recently in the early 1990’s. In this section we present the background to

the problem of defining polarisation using the charge density or idealised polar-

isable units as in the Clausius-Mossotti model, and the solution of turning to the

Berry phase or Wannier centres within the modern theory of polarisation.

2.2.1 Problem with Clausius-Mossotti

The standard picture of polarisation within matter is the Clausius-Mossotti

model where it is assumed the material can be split into identifiable polaris-

able units and the resulting polarisation is simply the dipole moment of these
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2.2 Theory of polarisation

point-like charges per unit volume. However this picture is neither realistic, nor

accurate. For example, in ferroelectric oxides, the bonding is known to have a

degree of covalent character (132), moving the valence electrons away from the

atom centres, rendering a point charge model over-simplified and unrealistic.

However the problem is more general. Even if the full electron density of a

periodic crystal is known, the polarisation as traditionally expressed is ill-defined,

P =
e

⌦

"
X

I

Z
I

R
I

�
Z

⌦

rn(r)dr

#
(2.15)

where ⌦ is the volume of the unit cell, Z
I

are the valence atomic numbers, and the

summations and integrals are over the unit cell. This is simply the dipole moment

of the point-like atomic charges plus the delocalised electrons per unit volume.

The result depends on the position of the unit cell; arbitrarily shifting the cell

alters the polarisation continuously. In a finite material equation 2.15 becomes

well defined when integrating over the whole sample. However the summation

then includes surface e↵ects, which cannot be easily separated from the bulk.

Equation 2.15 is not a helpful description of polarisation in a bulk material. It

is clear that the knowledge of the periodic charge density alone is not enough to

construct a meaningful definition of the bulk polarisation. This problem was first

highlighted in 1974 (133).

2.2.2 Polarisation as an adiabatic flow of current

The first breakthrough in the theory came nearly 20 years later, and was based

on the standard experimental setup for measuring polarisation. This is based on

measuring derivatives of the polarisation, actually current, with an external pro-

cess, such as an electric field, strain or temperature. Access to a particular state

is not available, only the di↵erence between an initial and final state. For exam-

ple in a ferroelectric, the di↵erence in polarisation upon polarisation reversal is

measured. The spontaneous polarisation is defined as half the di↵erence between

the two states, due to prior knowledge of the symmetry equivalence of the two
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states. Without this knowledge, the polarisation of each state cannot be individu-

ally attained, only the di↵erence. The change in polarisation during an adiabatic

evolution of an external parameter, �, can be defined using the integrated current

flowing through the material,

4P =

Z
�2

�1

j(�)d� (2.16)

where j(�) is the cell-averaged current density, which implicitly depends on the

external parameter. In order to relate this to the ferroelectric spontaneous polari-

sation, we define � as a parameter proportional to the atomic displacements such

that for the centrosymmetric reference phase, � = 0, and for the spontaneous

ferroelectric state, � = 1. The spontaneous polarisation is (134),

4P =

Z 1

0

d�
dP

d�
(2.17)

where dP/d� is importantly a well-defined bulk property, see next section. Equa-

tion 2.17 defines the e↵ective polarisation for a state by using a centrosymmetric

phase as zero polarisation reference. This is distinct from the formal polarisation

which is defined later. The initial and final states can be more general and refer

to the system before/after the slow application of any perturbation.

Equation 2.16 does not refer to the charge density, but the current. Whilst

the density relates to the square of the modulus of the wavefunction, the current

relates to the phase. As shown in the next chapter, this equation is the basis

behind the modern theory of polarisation.

2.2.3 Berry phase theory of polarisation

We now briefly outline the central ideas of the Berry-phase theory of polar-

isation, which are described in detail in Refs. (30; 135; 136). We begin with

the Bloch electrons previously mentioned in section 2.1.4. One can rewrite the

Schrödinger wave equation using the periodic part to the Bloch functions, u
nk(r),

H(k)u
nk(r) = "

nkunk(r) (2.18)
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with the corresponding Hamiltonian now,

H(k) =
(p+ ~k)2

2m
+ Ve↵(r) (2.19)

for independent electrons (as in DFT, equation 2.8). The Bloch electrons are

associated with a corresponding Berry-connection (137),

A(k) = i
X

n

hu
nk | @unk

@k
i (2.20)

and a Berry phase (137),

�(C) =

I

C

A(k)dk = i

I

C

X

n

hu
nk | @unk

@k
idk (2.21)

over the closed path C in k-space, where the total Berry connection and phase is

simply the sum of the components for the individual occupied Bloch bands.

King-Smith and Vanderbilt showed that the electronic polarisation is related

elegantly to the Berry phase of the occupied Bloch bands (135). The theorem

uses the momentum matrix elements, instead of position, the periodicity of the

Bloch bands, and adiabatic perturbation theory with � to show dP/d� is well

defined in infinite crystal systems, and

P�

el =
ie

(2⇡)3

X

n

Z
dkhu�

nk | @u
�

nk

@k
i = e

(2⇡)3
� (2.22)

where the integral is performed over the Brillouin zone, and the summation over

only the occupied bands, and the �-dependence of the polarisation and the pe-

riodic part of the Bloch functions has been explicitly shown for clarity. The

electronic polarisation is hence proportional to the Berry phase of the occupied

Bloch states. This is the key result of the modern theory of polarisation.

The total polarisation is the sum of electronic and ionic components. Using

equation 2.15 for the ionic component,
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ie
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I

Z
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(2.23)
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which is defined as the formal polarisation, distinct from the e↵ective polarisation

of equation 2.17. The two values are equal if the polarisation of the reference

centrosymmetric structure used to define the e↵ective polarisation is zero. This

is not always the case, as found in several of the materials discussed within this

thesis (see chapter 3).

In practice, for numerical implementations such as those within DFT, the

integral over the Brillouin zone is performed in a discrete k-grid (135). It should

be noted that the formulations presented here are only well-defined for insulators.

2.2.4 Mapping on to Wannier centres

Wannier functions, W
n

(r � a), are localised functions characterised by the

band index, n, and lattice vector, a, typically used as an intuitive picture of

bonding in materials (for simplicity we restrict this discussion to bands which

are not entangled, i.e. bands that are separated from all others by finite gaps

within the Brillouin zone). They are defined by a Fourier transform of the Bloch

functions,

W �

n

(r� a) =
⌦

(2⇡)3

Z
dkeik.(r�a)u�

nk(r) (2.24)

A popular choice is the maximally localised Wannier functions (138), defined by

the set of Wanniers that minimises the quadratic spread of the functions. The

Wannier centre at a = 0 is found by (139),

hri�
n

= hW �

n

| r | W �

n

i = i⌦

(2⇡)3

Z
dkhu�

nk | @u
�

nk

@k
i (2.25)

The relation with polarisation becomes clear when comparing this with equa-

tion 2.22. By inspection of equations 2.22 and 2.25 the electronic polarisation

can be defined as the dipole moment per unit volume of the occupied Wannier

centres (134; 135),

P�

el =
e

⌦

X
hri�

n

(2.26)

Hence the polarisation using the sum of Berry phases of the Bloch bands is equiv-

alent to simply the location of the Wannier centres. The Wannier centres then
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2.2 Theory of polarisation

provide an intuitive picture of the polarisation in crystals. In fact the Clausius-

Mossotti model is recovered - using Wannier centres is essentially the same as

decomposing the crystal charge in to point charges. However it should be noted

that the phase of the Bloch orbitals, not just the modulus, is essential in deter-

mining the Wannier centres.

2.2.5 Polarisation as a multivalued vector - the quantum

A further glance at equations 2.22 and 2.26 and we can see that the polarisa-

tion is a well-defined quantity modulo e

⌦a, with a any lattice vector. This may

seem surprising, however even the classical definition of the ionic polarisation (left

hand side of equation 2.15) has the same uncertainty, due to the arbitrariness of

the nuclear positions, R
I

, modulo a lattice vector a.

Therefore it is helpful to think of the polarisation not as a single-valued quan-

tity, but a multivalued vector quantity. In other words, the polarisation is a

lattice of vectors in three-dimensions, distanced by translations of e

⌦a.

Chapter 3 continues the discussion of polarisation, concentrating on an ex-

ample of a centrosymmetric crystal where the lattice of polarisation vectors is,

perhaps surprisingly, not centred at zero. The issue of surface and interface charge

is addressed in these materials.
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Chapter 3

The net charge at interfaces

between insulators

Chapter Summary

Following from the theory of polarisation in chapter 2 the issue of the net

charge at insulating interfaces is briefly reviewed with the aim of showing that

such charges are una↵ected by covalency and related charge density e↵ects. For

electrostatic analysis purposes, the net charge is defined by counting discrete

electrons and core ion charges, and by the reference polarisation of the separate,

unperturbed bulk materials. The arguments are illustrated for the insulating

LaAlO3-SrTiO3 interface, for which the net charge is exactly 0.5e per interface

formula unit, if the polarisation response in both materials is referred to zero.

Further consequences are presented for chemical alterations at interfaces, in which

internal and extrinsic processes are distinguished. The arguments are reviewed

alongside the proposal of Stengel and Vanderbilt [Phys. Rev. B 80, 241103

(2009)] of using formal polarisation values, based on the interface theorem of

Vanderbilt and King-Smith [Phys. Rev. B 48, 4442 (1993)]. 1

1The discussions presented in this chapter have been published in the article of Bristowe,

Littlewood, and Artacho J. Phys.: Condens. Matter 23, 081001 (2011) (28).
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3. THE NET CHARGE AT INTERFACES BETWEEN
INSULATORS

3.1 Introduction

When Ohtomo and Hwang (35) discovered a two-dimensional electron gas at

a pristine insulator-insulator interface, they rationalised their finding in terms of

the electrostatics of formally charged ions. Namely, �2e for O, +4e for Ti, +2e

for Sr, and +3e for Al and La, respectively, for the LaAlO3/SrTiO3 (001) interface

(LAO/STO). With such charges the alternating (001) SrO and TiO2 atomic layers

of the perovskite structure of STO are neutral, while the LAO corresponding

layers, LaO and AlO2, are charged as +1e and �1e per formula unit, respectively.

These net layer charges give rise to an imbalance at the interface giving a net

charge of ±0.5e per interface formula unit (the sign depending on whether the

interface is SrO/AlO2 or LaO/TiO2). This basic argument is at the heart of all

the subsequent work in what has become a very hot topic (47; 48; 49; 50; 51).

It is well known, however, that formal charges represent quite an idealised

picture of the electronic distribution in these far from ideally ionic insulators, in

which covalency e↵ects (notably in Al-O and Ti-O bonds) are not at all negligible.

Indeed, many papers with quantitative modelling of the electrostatics allow for

covalency e↵ects, and thus a reduction of the interface e↵ective charge.

3.2 Basic argument

The intention of this note is to dispel covalency myths when dealing with

the electrostatics of these systems (as reviewed in e.g. Ref. (27)): if the bulk

polarisation of both materials is taken as zero, the e↵ective charge of these pristine

band-insulating interfaces is exactly as obtained from counting formal charges as

done in the original paper (35), absolutely irrespective of ionicity or covalency

considerations. It is exactly 0.5e per formula unit for LAO/STO (in the absence of

free carriers trapped at the interface, which will be assumed here unless explicitly

stated).

The key to the argument is that what matters is charge counting, not the
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3.2 Basic argument

shape of the charge density. This is not new, it has already been said for these

systems (see Ref. (140), also implicit in Ref. (141)), but was already understood

for polar/non-polar semiconductor interfaces (142) and formalised in Ref. (30). It

is the old argument for understanding doping in semiconductors. Take phospho-

rous as a donor in bulk silicon. Its +5 core is surrounded by the same set of bonds

that surrounded the Si +4 core it substitutes. These bonds can be described by

electron pairs in localised Wannier functions (e.g. maximally localised Wannier

functions (138)). These functions may be deformed as compared to what they

would be in the pristine material, but the number of such functions remains, since

they relate to the number of bands in the valence band. Take a large enough re-

gion around the dopant. The number of electrons in that region described by

the full valence band is identical to the number in the same region without the

dopant substitution. Since the core is +5 instead of +4, the net charge is pre-

cisely +1e. The fifth electron of P is then shallowly bound to that charge, in

a hydrogenic Rydberg state below the conduction band, defined by the e↵ective

mass of the relevant conduction-band minimum, the dielectric constant of the

material (which describes the deformation of the bonds around the dopant), and

Z = +1.

In the LAO/STO system the interface is no longer a point defect and has a

di↵erent material at each side. However, the valence bands of both LAO and

STO give rise to four Wannier functions per O atom. This does not mean that

they are on O in an ideal ionic form, in fact they are strongly deformed towards

the Ti or Al nuclei, as polar covalent bonds. It is just a counting consideration,

similar to that of there being two bonds per atom in a Si crystal. Counting core

ionic charges and the valence electrons that way gives exactly the same charges as

the formal charges used by Ohtomo and Hwang (35). As long as these Wannier

functions localise over length scales smaller than the relevant system size (the

LAO film thickness in the case at hand), using “polarisation-free” unit cells (27)

allows to obtain the net interface charging of 0.5e per formula unit.
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3.3 Formal discussion

The need to resort to such “polarisation-free cells”, however, reflects the fact

that the definition of the net charge, albeit basic, is subtle. Let us review the

argument more formally. In the “macroscopic” electrostatics we are interested in

(length scales larger than atomic; extended to microscopics in Refs. (143; 144))

electric fields and charges relate through Gauss’s law, r ·D = ⇢, i.e., the diver-

gence of the electric displacement field equals the volume density of free charges

(free meaning beyond the bound charges of the dielectric). The displacement com-

bines the electric field E and the material’s polarisation P through D = ✏0E +P,

with ✏0 the dielectric permittivity of vacuum. For an interface, Gauss’s law be-

comes DL
z

�DR
z

= �, where z is taken as the direction normal to the interface, L

and R indicate the materials at either side of the interface (left and right), and

� stands for the area density of free charges associated to the interface. Thus,

✏0(EL
z

� ER
z

) = � � (P L
z

� PR
z

), or ✏0�E
z

= � ��P
z

. In this work the charge per

unit area of P and � are expressed as electron charges per interface formula unit,

e/f.u. The interface area associated to a STO perovskite f.u. is ⇠ 16 Å2.

The subtlety in the problem arises from the polarisation definition, and, re-

lated, what is meant by “free charges”. Remember that we consider the interface

with no free carriers, and thus no free charges in a strict sense. The net charge

we are discussing plays the same role, however, given that it is not described by

polarisation. It has been called compositional charge (145). The value of the

polarisation in each material depends on the electric field acting in it. Such po-

larisation response to the electric field in the structure is not discussed in this

chapter, it is explicitly considered in the electrostatic modelling of the interface

system, either with an explicit P or by a dielectric constant (see Ref. (140) and

chapter 4 for an example in this context). The key is the reference polarisation of

the separated, unperturbed bulk materials (zero of polarisation), since a change

in that reference changes � by the same amount. There are two aspects to this.

(i) The usual experimental determinations of polarisation in a material give
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3.3 Formal discussion

the change in polarisation between two states, but has no access to an absolute

value for each state separately. Centrosymmetric materials (as LAO and STO)

o↵er a natural definition of zero polarisation, thus allowing the definition of an

e↵ective polarisation, as the change in polarisation when the structure deviates

from the centrosymmetric one (we follow the name convention of Ref. (141)).

Switchable non-centrosymmetric solids (ferroelectrics) also have a natural zero of

polarisation. Other non-centrosymmetric cases do not, and are discussed below.

(ii) The determination of polarisation from theory is not straightforward ei-

ther. In a system of classical point charges, the polarisation of the bulk material

can be obtained as the dipole moment of the unit cell divided by the unit-cell

volume. This is ambiguous, however, since it depends on how the unit cell is

defined. Take for instance a linear chain of equidistant, alternating +q and �q

point charges (see figure 3.1). If you take the unit cell as having +q on the left

and �q on the right, you get a di↵erent polarisation than if you choose it the

other way around (actually, you get the same value with opposite sign). You

can also choose your cell by taking +q in the centre, and one half of the �q

charge at either end of the unit cell. This choice achieves zero polarisation by

splitting the charge. If an interface is made to a similar chain of neutral particles

(figure 3.1), the following descriptions are equivalent: (i) �P = �q/2 and net

interface charge Q = 0; (ii) �P = +q/2 and Q = �q; or (iii) �P = 0 and

Q = �q/2. In all cases, however, the change in electric field remains the same,

since ✏0�E = Q��P = �q/2. It trivially maps to our three-dimensional system,

the point being that di↵erent bulk polarisation reference definitions can be used,

requiring a consistent redefinition of the interface charge. The original paper (35)

and most that followed used the split-charge trick on the formal charges of the

layers. Note an alternative technique to determine the ‘excess’ charge (146) which

addresses the problem from a di↵erent angle based on chemical thermodynamics.

Quantum-mechanical electrons pose additional di�culties to the definition of

the bulk polarisation of a solid (133), given their spread charge density: When
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Figure 3.1: (a) Polarisation P values in a one-dimensional system of alternating

±q charges. As dipole moment per unit length, P = q(a/2)/a = q/2 = P 0/2,

where P 0 is a quantum of polarisation (in the real system q = e). (b) Interface

charge Q for an interface of the previous chain with one of neutral charges. The

di↵erent values of Q are associated to the definition of P .

displacing the unit cell, there is a continuous unphysical change of P if defined

as above, instead of the jumps of quanta discussed above. For the point at

hand, however, it is su�cient to know that towards calculating P the modern

theory of polarisation (135; 136) allows to map the electronic wave functions in

a material onto a classical system of point charges, using the centres of charge of

the Wannier functions associated to the valence bands (138) (see chapter 2 for

further details). Taking the ionic cores and the Wannier centres in a unit cell as

point charges, the polarisation of any material can be defined as above, running

onto the same arbitrariness. Equally, the inversion symmetry allows taking both

bulk phases of LAO and STO with P = 0 (taking the ‘e↵ective’ polarisation - see

section 3.4). The counting of charges (core charges and Wannier charges), gives

the same 0.5e/f.u. (for a figure illustrating it for the LAO/STO interface, see

Figure 1 of Ref. (141)).
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3.4 Formal versus e↵ective polarisation

3.3.1 Symmetry considerations

The well defined polarisation reference for bulk centrosymmetric solids has

been explicitly used above.1 It is more general than it seems. The vast ma-

jority of symmetry breaking displacive instabilities in perovskites either remain

centrosymmetric or become ferroelectric, both allowing for a good definition of a

polarisation zero.

The situation is di↵erent for non-centrosymmetric non-switchable solids. In

such a case, the definition of an e↵ective polarisation taking as reference the one

found in the unperturbed solid remains quite arbitrary. It actually changes with

temperature (pyroelectricity). The zero temperature limit can then be used (as

defined in (141)), but it still remains unsatisfactorily arbitrary. The key here is

that for any interface involving such a solid, any unit cell definition giving zero

polarisation would give an arbitrary fractional charge at the interface, apparently

calling for ionicity/covalency considerations at the interface (142; 147). The mud-

dled situation generated by the lack of symmetry in these materials clears below.

3.4 Formal versus e↵ective polarisation

Stengel and Vanderbilt (141) propose a more elegant alternative view on this

problem based on the so-called interface theorem (30). They start with the fact

that the charge density entering Gauss’s law is that of free charges while “bound”

charges are described by the polarisation term in the displacement field. The net

compositional charge discussed here is neither. A more natural solution appears

when considering the formal values of polarisation of both materials instead of

their e↵ective values (141). The former is as obtained by direct application of the

modern theory of polarisation mentioned above (135) (e.g. considering the ionic

cores and the centres of charge of Wannier functions as point charges (138)), which

1Note that, although we make the case for inversion, the only invariance needed here is that

of any symmetry transforming z into �z. See Ref. (30) for a more general discussion.
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o↵ers a well defined zero reference. The di↵erence between the two definitions

gives precisely 0.5e/f.u.: The formal P
z

for STO is zero, while for LAO it is

0.5e/f.u. (see Ref. (141)). With these values for the respective bulk polarisations,

the ‘free’ charge at the interface is now zero (see first case in figure 3.1).

3.4.1 Polarisation quanta and symmetry

It is interesting to see how these two polarisation values come about. In a

system of discrete point charges, the polarisation is defined up to polarisation

quanta: finite jumps of the polarisation when displacing the bulk unit cell along

a crystallographic direction. A jump occurs when the edge of the unit cell reaches

one of the point charges, which disappears there and reappears on the other side

of the cell, and thus the dipole moment for the unit cell is changed by qa, the

charge of the point-like particle that flipped, times the length of the cell in the

direction of the flip. The polarisation changes by qa/⌦, where ⌦ is the unit cell

volume, or q/S, with S the area of the unit cell normal to the flip direction. With

e as the charge quantum, the quantum of polarisation in a given direction P 0 is

1e/S, and in our case P 0 = 1e/f.u.

In these flips the system does not change at all, only our description of it. Such

jumps in the value of P have thus no physical meaning. A meaningful polarisation

value is thus modulo polarisation quanta. In other words, the whole set {P+nP 0}

(n being any integer) corresponds to one only value. In our problem, only two

P
z

values are allowed if the material is centrosymmetric: P
z

= 0 or P
z

= P 0/2,

corresponding to the sets P
z

= {...� 2P 0,�P 0, 0, P 0, 2P 0, ...} (as for, e.g., STO)

and P
z

= {... � 3P 0/2,�P 0/2, P 0/2, 3P 0/2, ...} (as for, e.g., LAO), respectively,

since these are the only such sets that are invariant under change of sign. This

is the key di↵erence with our discussion in the previous section, in which the

e↵ective polarisation of any centrosymmetric system was defined to be always

zero, instead of zero or P 0/2.
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3.5 Further implications

3.5 Further implications

3.5.1 Non-centrosymmetric non-ferroelectric materials

The proposal of using formal values of the polarisation is even more interesting

if the materials are neither centrosymmetric nor ferroelectric, as is the case of III-

V semiconductors as GaAs or GaN, as they interface with a non-polar one as Si

(take (111) interfaces for diamond/sphalerite structures, (001) for wurtzite). The

trick used in the previous section (take zero-polarisation materials at each side),

is quite contrived since, for the polar material, one has to split a point charge

into two arbitrary bits to be put at each side of the cell in order to get P = 0.

It leaves some inconvenient non-zero value of net interface charge (one of the

bits, actually equal to the formal value of the polarisation). The consideration

(and calculation) of the formal polarisation as such, however, simplifies matters,

implying zero compositional charge at the interface. This is concluded following

the same procedure as before: (i) take the system as made of point charges

associated to the ionic cores and the Wannier centres, (ii) define your unit cells

such that all charges are accounted for at the interface (i.e. the unit cells coming

from each material either side of the interface are periodic translations of each

other - they do not overlap or leave space missing at the interface), (iii) consider

the corresponding formal polarisation values arising from the choice of unit cell;

and (iv) count the charge of the interface unit cell. The apparent “covalency”

issue that appeared at the interface reduces to the formal value of the polarisation

in the bulk materials. The bond covalency/ionicity factors introduced in the past

(147) or other charge density, or charge-density “topology” considerations (see

them reviewed in (27)) are not addressing the problem from the right angle.

3.5.2 Polarisation quanta and relative polarisation

Going back to centrosymmetric perovskites, consider now the interface be-

tween KTaO3 and LaAlO3 (KTO/LAO). The formal polarisation for both ma-
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terials taken separately is P 0/2. Taking these values and assuming zero com-

positional charge would be wrong, however. This can be seen if computing the

compositional charge as in section 3.3. In this case, while in LAO the AlO2 planes

are have a �1 charge, and the LaO planes are +1, in KTaO it is the other way

around: TaO2 planes are +1, while KO planes are �1. The two possible interfaces

would then be TaO2/LaO, or KO/AlO2, which gives net compositional charges

of �e/f.u. and +e/f.u., respectively, which coincide with ±P 0. A quantum of

polarisation can thus have physical meaning. It does when determining the rel-

ative polarisation of the two materials. One can define the formal polarisation

of one material with an arbitrary number of added polarisation quanta, but the

condition of zero compositional charge at the interface completely defines the po-

larisation of the material at the other side of the interface. In this case �comp = 0

if taking P = P 0/2 for one and P = �P 0/2 for the other. See also chapter 6 for

an example of relative polarisation in 2D hexagonal compounds.

3.5.3 Interface e↵ects

So far we have assumed perfect interfaces and thin two-dimensional charge

distributions. In this section we briefly explore the e↵ect of deviations from such

assumptions in chemically altered interfaces.

3.5.3.1 Internal rearrangements: intermixing

Both during and after sample growth there is the possibility of inter-di↵usion

of atoms across the interface. Such processes have attracted attention lately (36;

102; 103; 105) as one of the possible explanations for the origin of 2D conduction

in LAO/STO interfaces. The argument used is simply that, since La is a known

dopant (donor) in STO, La cations di↵using from LAO into STO could dope the

interface and thus make it conducting.

Let us consider here what to expect from ions exchanging across the interface.

This discussion will focus on the e↵ects of having a given inter-di↵usion profile
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in a sample, rather than the energetics and kinetics that might originate it, since

equilibrium is not expected to be reached in this aspect. We shall concentrate here

on inter-di↵usion situations starting from the pristine stoichiometric interface,

and all the exchanges happening within a region around the interface whose

width is smaller than other length scales in the problem. The e↵ects on deviations

from stoichiometry, and of di↵usion processes from/to reservoirs extrinsic to the

interface, are qualitatively di↵erent and will be treated briefly below.

Based on chemical (steric) arguments and on quite a wealth of accumulated

knowledge on perovskites, the most likely inter-di↵usion processes by far are

swaps of like atoms, namely, B cations (Al3+ cations in LAO substituted by Ti4+,

or Ti4+ in STO substituted by Al3+) and A cations (La3+ to Sr2+ on one side,

Sr2+ to La3+ on the other). The swap of O2� anions across the interface is also

likely, but of no consequence. Each cation substitution gives rise to a net bound

charge plus a compensating carrier. For example La3+ replacing Sr2+ gives a +e

centre with an associated electron, thus the donor mentioned above.

The first important point to make here is that such inter-di↵usion should

not be expected to dope the interface. Be it A or B cations swapping across the

interface, there will be as many “wrong” cations on one side as on the other, and

thus as many donors at one side as acceptors at the other. The electrons of the

donors annihilate with the holes of acceptors, as long as both dopants are located

in the proximity of the interface, the situation considered here.

The second important point to make here is that such inter-di↵usion does

a↵ect the electrostatics, but only in the interface region, it does not a↵ect the

electric field emanating from it into the film. This is a direct consequence of

Gauss’s law: the net flux of the electric displacement field across surfaces parallel

to the interface equals the net charge contained in the region within them. In

the absence of charges raining in from other regions, the net charge per unit area

is unaltered, and hence so is the di↵erence in outgoing electric fields at either

side of the interface, �E
z

. The fields at either side can change, for instance,
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Figure 3.2: Electrostatics around an interface with �
c

the pristine interface net

charge per unit area, around which there is a region with cation intermixing (dark

grey band). Electrostatic potential energy V versus distance perpendicular to the

interface z. The boundary condition is taken as constant potential on the side

of the substrate. The slope of the outgoing potential to the right is �
c

/✏, where

✏ is the dielectric constant of the film (see chapter 4 for details of the dielectric

response), regardless of the inter-di↵usion, the latter producing a potential shift

�V , or apparent interface shift in position, �z.

by altering an interface dipole under fixed-bias boundary conditions. This is an

indirect global e↵ect, however, whereby a constant field is added to the whole

system leaving �E
z

invariant.

The main e↵ect of cation inter-di↵usion across the interface is illustrated in

Figure 3.2: the electrostatic potential is shifted with respect to the one arising

from a pristine interface. It is essentially the e↵ect of the interface dipole gener-

ated by the swap of charges with its characteristic potential drop �V (or raise).

Alternatively, this e↵ect can be interpreted as an e↵ective shift of the interface
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3.6 Final remarks and conclusions

position, �z in the figure, i.e. a renormalisation of the film thickness.

The third point in this section is on the sign of such e↵ect, depending on the

two inter-di↵usion cases, B or A cation exchanges. It is simple to show that the

former, having Al and Ti ions exchanged, produces a drop of the electrostatic

potential energy, or a right shift of the e↵ective interface position, and would

thus renormalise the film thickness to a smaller value. The latter produces the

opposite. From a thermodynamic point of view, B cation inter-di↵usion will

be favoured by the electrostatics, whilst A cation inter-di↵usion will tend to be

suppressed.

3.5.3.2 Extrinsic processes: non-stoichiometry

The electrostatics are a↵ected by extrinsic processes such as receiving free

carriers, altering the stoichiometry at growth, or redox processes at the interface.

They can also combine, like a remote redox process at the surface of a film that

sends free carriers to a buried interface. An important redox process in these

materials is the formation of O vacancies, whereby the pristine solid is reduced

leaving two electron carriers. The vacancy becomes a centre with an e↵ective

Z = +2 by the same arguments as in semiconductor doping (section 3.2): a

double donor. In the bulk the two free electrons bind to the vacancy while in

heterostructures they may find more stable residence elsewhere, in perfect analogy

to what happens in semiconductor heterostructures. O vacancies on the surface

of LAO may see their electrons transferred to the two-dimensional states at the

buried STO/LAO interface (70; 148) (see chapter 7 for more details).

3.6 Final remarks and conclusions

As a final remark let us note that although the examples illustrating this dis-

cussion have been drawn from band insulators (doubly occupied Wannier func-

tions), the arguments are more general and include Mott insulators, as long as
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there is a well defined gap (think in terms of spin-polarised wave-functions and

their corresponding, singly occupied Wannier functions). This is so for interfaces

but also for point defects.

In conclusion we have reviewed the issue of the net charge at interfaces between

insulators. In an attempt to dispel myths of such charges being a↵ected by

covalency and related charge density e↵ects, we have presented a case for the

counting of discrete electrons and core ion charges or equivalently the use of

the formal polarisation value. The arguments are illustrated for the popular

LAO/STO interface and additionally for non-centrosymmetric materials and for

interfaces for which the charge mismatch is an integer number of polarisation

quanta.

The remaining chapters in this thesis are divided in to two categories; chap-

ters 4, 5 and 6 describe the resulting electrostatics and an electronic screen-

ing mechanism at pristine interfaces, whilst chapters 7 and 8 study an extrinsic

screening mechanism and its energetics in ultra thin films.
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Chapter 4

Oxide superlattices with

alternating n and p interfaces

Chapter Summary

In the last chapter the net charge at the LAO/STO interface was argued to be

precisely ±0.5 electrons per two-dimensional (2D) unit cell. This chapter consid-

ers the resulting electrostatic analysis of a superlattice system with alternating

positively (n-type) and negatively (p-type) charged interfaces A model of charged

capacitor plates o↵ers a simple paradigm to understand their dielectric properties

and the insulator to metal transition (IMT) at interfaces with increasing layer

thickness. The model is supported by first-principles results based on density-

functional theory. The charge at insulating interfaces is argued and found to be

as predicted from the formal ionic charges, not populations. Di↵erent relative

layer thicknesses produce a spontaneous polarisation of the system, and allow

manipulation of the interfacial electron gas. Large piezoresistance e↵ects can be

obtained from the sensitivity of the IMT to lateral strain. Carrier densities are

found to be ideal for exciton condensation. 1

1The results presented in this chapter have been published in the article of Bristowe, Artacho

and Littlewood Phys. Rev. B 80, 045425 (2009) (140).
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INTERFACES

4.1 Introduction and methods

Recent technological advances have enabled the fabrication of high quality

oxide multilayers, revealing a wealth of fascinating new physics. One strik-

ing example is the LaAlO3/SrTiO3 system (LAO/STO). In 2004, Ohtomo and

Hwang (35) discovered that the interface between these two perovskite band

insulators can be conducting, depending on the termination of both materials.

Many experimental and theoretical studies immediately followed (for a review

see refs. (45; 46; 47; 48; 49; 50; 51)). Charge compensation at the interface of

thick layers is required to avoid the so-called polar catastrophe. It arises from

the diverging electrostatic potential caused by the net electric charge at these

interfaces resulting from the fact that the (001) monolayers of STO are neutral

while the ones of LAO are charged. The TiO2-LaO interface (termed n) needs

0.5 electrons per two-dimensional (2D) unit cell, and the SrO-AlO2 interface (p)

0.5 holes to avoid this polar catastrophe. Such numbers are based on formal

ionic charges, i.e., Ti+4, Sr+2, La+3, Al+3, and O�2, although it is well known

that the charge distribution in these materials is far from being so ideally ionic.

Formal charges are often downscaled by so-called covalency parameters that aim

to describe more realistic charges (27).

These compensating electrons and holes are confined to the interface regions,

but highly mobile in 2D, defining 2D electron and hole gases (72; 84). Huijben

et al. (62) (see (85) for the theory) studied a system with one p and one n

interface, finding 2D conduction beyond a critical interface separation of five unit

cells. Characteristics like carrier mobility depend on the carrier density, which

grows with separation beyond the critical value (94). Multilayers with both p

and n interfaces with such a control of carrier density provide promising systems

for obtaining the so-far elusive excitonic insulator (149), a new playground for

Bose condensation e↵ects. Recent experiments have demonstrated that oxygen

vacancies can be controlled, while still allowing metallic conduction attributed to

a 2D layer (56; 58).
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This chapter focuses on LAO/STO superlattices with alternating p and n

interfaces. We consider pristine systems, with no point defects (the e↵ect of

oxygen vacancies (82; 150) is discussed briefly at the end, and in more detail in

chapter 7). Considering an equal thickness for both materials, an IMT is found

by our calculations based on density-functional theory (DFT) for a thickness of

just over eight unit cells. The electrostatic potential obtained in the calculations

agrees remarkably well with a simple model of capacitor plates, giving an almost

constant field of opposite sign in both materials, which does not change with

increasing thickness until the potential drop coincides with the band gap. At

that critical thickness electrons transfer from the p to the n interface, making

them conducting, and pinning the potential drop.

The DFT calculations were done using the local density approximation (151)

and the Siesta method (114; 115). Norm-conserving pseudopotentials (127)

were used, considering normal cores for O and Al, while semi-core electrons were

included in the valence for La(5s5p), Sr(4s4p) and Ti(3s3p). Double-⇣ polarised

bases were used for valence electrons (152). Integrals in real space were performed

on a mesh of 250 Ry cut-o↵ (115), while Brillouin zone integrations were done

on a k-mesh of 30 Å cut-o↵ (as defined in ref. (153)). Four unit cells of STO

in its ideal perovskite structure were layered on top of four of LAO, the 4/4

superlattice containing both TiO2-LaO and SrO-AlO2 terminations. The lateral

lattice parameter was set to the theoretical average for the two materials. The

cell size was relaxed perpendicular to the interface (z) along with the atomic

positions until the forces were below 15 meV/Å. Samples for 8/8 and 12/12 unit

cells were equally prepared. Other DFT studies (72; 73; 82; 84; 85; 92; 94;

150; 154; 155; 156), have focused on single interfaces of either kind, on arrays of

repeated interfaces, or on alternating p and n interfaces. The latter (92; 150; 154)

have considered four unit cells or less, too thin to observe the physics discussed

here.
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4.2 Results and discussion

The band structures of the three superlattices are presented in Figure 4.1. The

band gap is indirect and reduces with interface separation, closing for the 12/12

system, with holes and electrons separated in reciprocal space. The behaviour in

real space is shown in Figure 4.2 for the 12/12 case using the density of states

projected onto each bilayer. The macroscopic average (143) of the electrostatic

potential is plotted alongside.

The physics of the problem is apparent in this figure. The net electric charge

of chemical origin at the interfaces establish electric fields among them, defining

a zig-zag potential, which is closely followed by the band structure of both mate-

rials. The IMT occurs when the amplitude of the zig-zag is larger than the band

gap (the valence band o↵sets are small in this scale, approximately 0.2 eV for

the p and 0.0 eV for the n interfaces 1). At this point holes appear confined in z

around the AlO2 plane of the p interface, and around the M̄ point in the 2D Bril-

louin zone, while electrons are confined to the TiO2 plane at the n interface, and

around �̄. The 2D electron gas (2DEG) is dominated by a Ti 3d character. It is

nicely parabolic with an e↵ective mass of 0.4 m
e

. The several parallel sub-bands

at this interface correspond to excitations under the e↵ective confining potential

for electrons along z (figure 4.4a) 2.

Quantitative predictions for the IMT are biased by the known band-gap prob-

lem of Kohn-Sham fermions (159). Constrained DFT calculations as used for

charge-transfer systems (160) can be used for ours, but are beyond the scope of

this work, its focus being the elucidation of the main mechanisms at play. In

addition, it has been argued that, being LaTiO3 a system with highly correlated

1O↵sets estimated from inspection of the layer by layer projected density of states. A more

accurate determination, such as that presented in ref. (157), is not required here since the errors

involved are too small to significantly e↵ect the results
2Ref. (158) solves electron confinement in a V-shaped potential. The 2DEG states in this

chapter are confined by di↵erent physics (4.4a) and for a di↵erent system.
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Figure 4.1: Band structures of three LaAlO3/SrTiO3 superlattices with (a) 4/4,

(b) 8/8, and (c) 12/12 unit-cell thicknesses.
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Figure 4.2: Centre: Density of states projected on unit-cell bilayers for the 12/12

superlattice. Left: Averaged (143) electrostatic potential energy for electrons as a

function of z. Right: The anion-cation splitting of the TiO2 planes in SrTiO3 and

LaO planes in LaAlO3 (larger splitting in each material), with �z = zcation�zanion.
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electrons in the Ti 3d band, methods addressing strong correlations are needed

for our system. Note that this is not the case, however, since our IMT is in

the limit of zero occupation of the 3d band, hardly a correlated system, unlike

LaTiO3, which has one 3d electron per Ti atom.

The deviations from the zig-zag behaviour of the potential are small in the

scale of its amplitude, allowing the definition of a net electric field through each

material. Its magnitude is nearly equal in both materials despite their di↵erent

dielectric response. Such response is illustrated in figure 4.2 by the z-splitting of

cations and anions at each layer, which is much larger for STO as expected. The

fields obtained are 57.3 mV/Å (5.73 MV/cm) and 57.1 mV/Å (5.71 MV/cm) for

the 4/4 and 8/8 superlattices, while the 12/12 sees it reduced to 37.8 mV/Å (3.78

MV/cm) due to the partial charge back-transfer 1. The field values correlate with

the di↵erence in sub-band separation seen in figure 4.1. An estimate of the 2DEG

width w is obtained from w ⇠ EZPE/E, i.e. the zero-point energy (ZPE) for the

confining potential, over its slope, the electric field. Taking for 8/8, E = 57 mV/Å

and EZPE ⇠ 0.2 eV (estimated from a Wentzel-Kramers-Brillouin solution to a

triangular well) gives w ⇠ 4 Å.

4.2.1 Model of charged plates

The physics described can be further analysed with a simple model. The

insulating system is modelled by a sequence of capacitor plates, one per interface,

separated by dielectric material, as sketched in figure 4.3. Each plate has a planar

charge density of chemical origin �
c

(the 0.5e per interface unit cell described

above and in chapter 3), positive at the n interface, negative for the p. Using

Gauss’s law, periodic boundary conditions (PBC), and equal thicknesses, there

1 These fields are comparable with the dielectric breakdown of STO and LAO thin films,

however progress in growth techniques has seen values reach in excess of 6 MV/cm (161; 162).

In any case, here we are interested in pristine thin films. The e↵ect of defects are discussed

further in chapter 7.
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Figure 4.3: Capacitor-plates model of the LAO/STO superlattice. Above, the

plates are indicated by the thinner bands, and �
c

indicates the charge of chem-

ical origin attached to each, which is equal but of opposite sign for alternating

interfaces. The box around the central plate indicates the surfaces for integration

of Gauss’s law. The lower panel shows the net electrostatic potential V for the

system, which can be seen as arising from plates with �net = �
c

�PLAO�PSTO, the

latter PLAO and PSTO referring to the magnitude of the respective polarisations

(notice that V has opposite sign to what shown in the left panel of figure 4.2,

which is qV ).
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is a uniform electric field of magnitude E0 pointing outwards from the n interface

that satisfies

�
c

� PLAO � PSTO = 2✏0E
0, (4.1)

with PLAO and PSTO the magnitude of the respective polarisations of both mate-

rials under the field, and ✏0 the dielectric permittivity of vacuum. The left hand

side is what is indicated by �net in figure 4.3. The behaviour at the p interface is

exactly opposite, with the field now pointing towards the plate. The fields have

equal magnitude in both materials even if both polarisations are di↵erent.

Finding E0 requires knowing P (E) beyond linear response, at least for para-

electric STO. However under the strain conditions imposed by our geometry, the

bulk of STO presents a spontaneous polarisation along z (163; 164). This allows

for a simpler modelling than for unstrained paraelectric STO (since P (E) can

now be approximated as linear with an o↵set), and o↵ers an upper bound in the

response, which corresponds to an upper bound to the critical thickness for the

IMT. We take PLAO = ✏0�LAOE and PSTO = Ps(STO) + ✏0�STOE, where Ps(STO) is

the spontaneous polarisation of STO. Defining  = 2 + �STO + �LAO, equation

4.1 becomes

E0 = (�
c

� Ps(STO))/✏0. (4.2)

We obtain Ps(STO) = 0.309 C/m2 using the Berry phase approach (135) for

bulk STO with the same strain conditions as in the multilayer. The lattice

contribution to both susceptibilities is computed as in Ref. (164) from the phonons

and the Born e↵ective charges, which are obtained by finite di↵erences of the

forces and the polarisation, respectively (165).

The computed susceptibilities are �ph
33 (LAO)= 12.2 and �ph

33 (STO)= 24.7. To

these we add the electronic contribution taking it from ✏1(STO)= 5.18 (166) and

✏1(LAO)=4.77 (167). Using these bulk quantities and �
c

= 0.5e per interface

unit cell, an electric field of 57.4 mV/Å is obtained, in excellent agreement with

the superlattice DFT results.
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4.2.2 Chemical charge at interfaces

This agreement indicates that the physically meaningful charge �
c

is the one

predicted by formal ionic charges, rather than populations, as discussed in detail

in chapter 3. The reason is the same as for dopants in semiconductors, where

irrespective of the charge distribution around the dopant, the net charge is the

result of counting core charges on one hand and electrons in the valence band on

the other. Take the example of phosphorous as a donor in bulk silicon. Its +5

core is surrounded by the same set of bonds that surrounded the Si +4 core it

substitutes. The electron-pair clouds of these bonds are deformed (polarised), of

course, but the number of electrons remains. The net e↵ect is that the P donor

creates an attractive potential for electrons that corresponds to a charge of +e,

not an e↵ective charge of any kind, the deformation of the bonds around being

described by the dielectric constant of bulk silicon.

These arguments were generalised to interfaces three decades ago (142). The

valence-band electron counting was performed in terms of bands, but it can also

be done using Lewis pairs or localised Wannier states. In LAO and STO the

valence band corresponds to four Wannier states per oxygen, which gives exactly

the same numbers as when using formal charges. The local charge neutrality

picture (27) can then be used as the easiest way to see the interface charging,

but using formal charges, not e↵ective ones. Whether atoms are chemically more

or less ionic depends on the shape and displacement of the Wanniers from the O

atom towards the cations, but is irrelevant here. What is relevant is the number

of electron pairs and the fact that they localise over lengths much smaller than

the interface separation.

4.2.3 Insulator to metal transition

The IMT occurs at the critical thickness of d
c

= �/E0, where � is the gap

(STO’s), including the ZPE for the confining potential at both interfaces (figure

68



4.2 Results and discussion

(a) (b)

STO

LAO

STO

(c) (d)

STO

LAO

Figure 4.4: Model band gap versus z for a superlattice with equal thicknesses

(a), the thin film sample of ref. (62) (b), and a superlattice with di↵erent thick-

nesses with open (c) and periodic (d) boundary conditions. In (a) and (c) the

arrow indicates the charge transfer leading to electron (red) and hole (blue) 2D

gases. In both cases the thicknesses depicted give the onset of the charge transfer,

corresponding to the insulator to metal transition.

4.4a). Taking the calculated E0, our DFT gap for strained STO (1.78 eV), and

both ZPEs as ⇠ 0.2 eV, a d
c

= 38 Å is obtained, ⇠ 10 unit cells. This value

is sensitive to lateral strain, since P (E) depends on strain (especially for STO,

so close to a ferroelectric instability). Indeed, repeating the DFT calculation for

8/8 under the lateral lattice parameter of bulk STO gives conducting interfaces.

This e↵ect can be used to sense applied strain, or in reverse using strain to switch

the 2DEG, on a sample tuned to be close to the IMT (a piezoresistance device).

In fact since the publication of this chapter (140), exactly this e↵ect was found

experimentally (168).

Beyond the IMT, a constant density of states for holes and electrons is as-

sumed, modelling 2D parabolic bands. Considering electron transfer from the p
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to the n interface, equation 4.1 becomes

�
c

� PLAO � PSTO � (Ed��)g = 2✏0E (4.3)

where d is the interface separation, E the modified field, and g the density of

states (taking equal e↵ective masses for electrons and holes). Proceeding as for

equation 4.2,

E = (�
c

+ g�� Ps(STO))/(✏0+ gd). (4.4)

The electric field vanishes as 1/d for large separations, the charge transferred

tending to compensate the chemical charge. In our case, g� � �
c

, and thus

E/E0 ⇠ d
c

/d, i.e. the voltage drop is essentially pinned by the gap. Using the

calculated d
c

, d
c

/d12 ⇡ 2/3. The electric fields obtained from DFT for the 12/12

and 8/8 systems give a ratio of 0.662 ⇡ 2/3.

4.2.4 Extending the model to other systems

Consider now the model for other systems. Take a superlattice with thicker

layers for LAO than for STO (figure 4.4c). It is analogous to a frozen h111i LO

phonon in NaCl: the di↵erent separations of the charged planes gives a net electric

field. PBC remove it as if putting the system between shorted metal plates (figure

4.4d). It is as a ferroelectric, except that switching the spontaneous polarisation

demands changing the thicknesses. Note that with PBC and thinner STO, ESTO >

ELAO. Without shorted plates the system is unstable to the appearance of 2DEGs

(figure 4.4c).

The d
c

found experimentally on the non-repeated system of ref. (62) is much

smaller than our superlattice result. They grew an LAO layer sandwiched between

an STO substrate and an STO capping layer, such that the interface between LAO

and the substrate is n-type, and the interface between LAO and the capping layer

is p-type (figure 4.4b). The field is zero in the substrate and overlayer, the p and n

interfaces defining a capacitor only screened by LAO. Thus, E = �
c

/✏0(1+�LAO),
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more than twice as large as E0 of equation 4.2 1. The critical thickness also

depends on the band gap, which is underestimated within DFT by less than

factor of two (�DFT =1.78 eV and �exp =3.2 eV). The two e↵ects reduce the

ratio, d
c

= �/E0, and hence also the experimental critical thickness of ref. (62)

compared with the DFT superlattice calculations here.

4.3 Final remarks and summary

The electron-hole interactions among 2D gases should establish bound states,

i.e. excitons. Achievable exciton densities are favourable for exciton condensa-

tion, the optimal density being (149) nopt = (⇡a20)
�1, with a20 ⇡ (aB✏/me↵)2 +

d2 (with aB the Bohr radius, ✏ the dielectric constant and me↵ the e↵ective

mass). For the superlattice system nopt ⇡ 0.002e/cell, which is well within range

(n12/12 = 0.073e/cell).

The IMT is a↵ected by the presence of O vacancies. Each donates two elec-

trons to the n interface giving rise to a 2DEG. Their appearance and location

depends on their stability and on kinetic e↵ects like electromigration and sample-

growth history. Chapter 7 considers the stability of the vacancies as an alternative

mechanism to the IMT presented here.

In summary, the agreement between DFT and the model shows that it con-

tains the relevant physics of these superlattices, pointing to new science and

applications by changing relative thicknesses, substrates, and stress.

1A similar model has been recently described for one single n interface (86).

71



4. OXIDE SUPERLATTICES WITH ALTERNATING N AND P
INTERFACES

72



Chapter 5

Proposal of a one-dimensional

electron gas in the steps at the

LaAlO
3

-SrTiO
3

interface

Chapter Summary

The previous chapter considered the origin of the two dimensional electron

gas at pristine LAO/STO superlattices. Here we propose that a one-dimensional

electron gas (1DEG) can be engineered at the step edges of vicinal LAO/STO

interfaces. These predictions are supported by first principles calculations and

electrostatic modelling which elucidate the origin of the 1DEG as an electronic

reconstruction to compensate a net surface charge in the step edge. The re-

sults suggest a novel route to increasing the functional density in these electronic

interfaces. 1

1The results displayed in this chapter have been published in the article of Bristowe, Fix,

Blamire, Littlewood and Artacho Phys. Rev. Lett. 108, 166802 (2012) (169).
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5. PROPOSAL OF A ONE-DIMENSIONAL ELECTRON GAS IN
THE STEPS AT THE LAALO3-SRTIO3 INTERFACE

5.1 Introduction

The two-dimensional electron gas (2DEG) at the interface between two band

insulators, LaAlO3 (LAO) and SrTiO3 (STO), has become the prototypical sys-

tem for the study of novel electronic phases at oxide interfaces. Since the original

discovery (35) it has been shown that at low temperatures the 2DEG may become

magnetic (95), superconducting (98), or both coexisting in one phase (99; 100).

At room temperature the LAO-STO interface may find applications in field-e↵ect

devices (58; 70), sensors (170) or nano photo-detectors (171).

The origin of the 2DEG is still under debate, but one potential mechanism,

called the “electronic reconstruction” (36), is currently the most popular (51). At

the heart of this mechanism is the notion that LAO has a non-zero polarisation,

P (28; 141), which for thin films, translates to having polar surfaces/interfaces

along certain crystallographic directions (30), (including (001) - the most common

growth direction in practice). Polar surfaces are electrostatically unstable but

one possible route to charge compensate is via a transfer of electrons between the

surface of the film and the interface. For a LAO film grown on a TiO2 terminated

STO (001) substrate, complete compensation would amount to precisely 0.5 e/S

(where S is the area of the (001) plane associated to one formula unit) transferring

from the LAO surface to the interface, creating the 2DEG. Incomplete, or no

compensation may occur for ultrathin LAO films, where the internal potential

drop is lower than the relevant e↵ective gap (in this case the band gap of STO).

This is consistent with the observation of a critical LAO thickness, d
c

, for 2DEG

appearance (58). An alternative charge compensating mechanism is via surface

oxygen vacancies (70) which is also consistent with the observed d
c

(see Ref. (148)

and chapter 7).

In this chapter we propose that steps at the interface, defects which are ob-

served in practically all epitaxial films (due to a small miscut of the substrate

by angle ✓), can be utilised to produce one-dimensional electron gases (1DEG)

residing at the step edge. We use a simple model to argue that a step of one unit
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Figure 5.1: Schematic diagram illustrating the e↵ect of steps on the net charge

of the interface. Top: Polarisation argument considering LAO has a polarisation,

P0 along the [100], [010] and [001] directions, with P the total, and P̃ the net of

the stepped interface. Bottom: an equivalent picture with charge densities ±�
c

on the terrace and step edge, where s and t are the step and terrace distances

respectively.

cell in height alters the polarity of the interface and surface of LAO, since the

step edge itself has a net charge of e/2S (i.e. a charge line density of se/2S, with

s the step height as in figure 5.1). An equivalent, and more rigourous, picture

takes the component perpendicular to the stepped surface of the formal polari-

sation of LAO (figure 5.1), which is precisely (1,1,1) e/2S as shown later in this

chapter. The electrostatics of the interface are studied with a simple capacitor

plate model, supported with density functional theory (DFT) calculations, that

shows an alteration of the interface carrier density with miscut angle. A 1DEG is

predicted for small miscut angles when the LAO thickness is just below d
c

(✓ = 0),

the critical thickness for metallicity in the zero miscut system.
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5.2 Results and discussion

5.2.1 Polarisation model

We begin with a formal consideration of the polarity of stepped LAO surfaces.

We define the miscut angle as tan✓ = s/t, where s and t are the step and ter-

race distances respectively (see figure 5.1). The steps can be intentionally miscut

along a certain direction (112; 113). We consider the [100] case here, but the

arguments can be trivially applied to any miscut orientation. Atomic force mi-

croscopy (AFM) measurements of epitaxial LAO-STO suggest steps of 1 unit cell

in height (112; 113). Neighbouring terraces of the surface are then of the same

termination (BO2 here), but the step edge may be terminated either AO or BO2

(non-polar vicinal LAO surfaces have been considered in Ref. (29)). Perhaps the

conceptually simplest picture is to take what has been called “chemical” (140)

(or “compositional” (145)) charges, �
c

= 0.5e/S, along the terrace and step edges

(figure 5.1 bottom). The total net charge of the surface, �̃
c

, is then �
c

(cos✓±sin✓).

The ± depends on the step termination: addition if the step and terrace have

the same terminations, and subtraction if they have opposite terminations. This

result can be confirmed within the framework of the modern theory of polarisa-

tion (135). Taking the formal polarisation, P , defined by (136) the position of the

ion cores and mapping the electronic wavefunction on to Wannier centres (138),

one finds for cubic LAO P =
p
3 e/2S along the [111] direction (29) modulo

a quantum of polarisation. The component of this polarisation normal to the

stepped surface (figure 5.1 top), P̃ , is the net surface charge density and precisely

the same as the above “chemical” charge. For tetragonal LAO (as in the case of

epitaxial thin films), a trivial correction may be applied to the above through a

redefinition of S.
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5.2 Results and discussion

5.2.2 DFT calculations

To support this picture, density functional theory (DFT) calculations were

performed on two model LAO-STO systems 1 : n-n superlattices, and n-p films.

n and p denote the termination of LAO terraces (n - LaO, p - AlO2). Note

that in both cases, the steps are created by simply altering one of the supercell

vectors - there is no change in stoichiometry through the introduction of steps.

The DFT calculations were performed using the Wu-Cohen exchange correlation

functional (172) as implemented in the Siesta code (114; 115). Details of the

pseudopotentials and atomic-orbitals basis are given in Ref. (140). Atomic forces

were relaxed to less than 40 meV/Å. We begin with n-n superlattices (figure 5.2).

Figure 5.2 shows the e↵ect of steps on the electronic structure of the n-n

superlattice. The superlattice was constructed from 4.5 unit cells of LAO and

8.5 unit cells of STO stacked along the [001] direction. Steps were introduced by

taking a supercell and altering the a supercell vector to ta+sc (see figure 5.2 left).

This produces n-type steps along one interface and p-type steps along the other

while maintaining exactly the same stoichiometry (n and p here denote the step

edge termination, in the same manner as above for the terrace). Figure 5.2 shows

the case of t=3 and s=1. In the system without steps (which we call the pristine

system) the Ti 3d conduction electrons distribute evenly between the two n-type

terraces - 0.5 e/S at each interface with a decay through the STO slab (figure

5.2 centre), consistent with previous DFT calculations (84; 94). The inclusion

of steps is found to transfer electrons from one interface to the other (figure 5.2

right), accumulating near the n-type steps, and depleting near the p-type steps,

with respect to the pristine system. The total density of electrons transferred is

approximately 0.1e/S (20% of �
c

). This is consistent with the number required

to screen the bound charge density of each interface, including the step charges,

as predicted by the model. This model system clearly shows a large e↵ect of

1The e↵ect of the DFT band gap error in LAO-STO is discussed extensively in the literature

(see e.g. Ref. (148)) and is easily corrected for within the model (equation 5.1).
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Figure 5.2: Left: The DFT simulation cell of the LAO/STO superlattice. The

two interface terrace terminations are both TiO2-LaO (n-type) whereas the inter-

face step termination is n-type along the bottom interface and p-type (SrO-AlO2)

along the top interface. (grey: oxygen, dark blue: Al, light blue: La, yellow: Ti,

green: Sr) Centre: (001) Layered density of states near the Fermi level of the

stepped superlattice (solid lines) and pristine superlattice (dashed line). Right:

The change in the layer density of free electrons on introduction of steps in the

superlattice.
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Figure 5.3: Interface free electron density, �, as a function of the miscut angle, ✓,

for a LAO(3 unit cells)/STO film geometry. Points represent densities calculated

from DFT, and lines are electrostatic modelling under various assumptions (see

text).

steps on the interface free electron density and distribution. Note that there has

been no change in stoichiometry nor is there any other mechanism suggesting an

additional charge transfer.

We now consider n-p LAO films on STO substrates - the most commonly

experimentally grown geometry. The system consists of a slab geometry of d

LAO unit cells stacked on 5 unit cells of STO along the [001] direction includ-

ing a 15 Å vacuum layer. A dipole correction was included in the vacuum layer

to simulate open-circuit boundary conditions, preventing unphysical macroscopic

electric fields due to the asymmetry of the slab and the periodic boundary condi-

tions. The introduction of steps was the same as in the above superlattice case,

and chosen such that n-type steps reside in the n-type terrace (at the interface),

and p-type steps reside in the p-type terrace (at the surface). We begin with
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the case of d = 3 unit cells, which we found to be beyond the pristine critical

thickness within DFT for the onset of metallicity, and then alter the miscut an-

gle, ✓, through varying t (s is again fixed at 1 unit cell to resemble that seen in

experiments). The total interface free electron density, �, is the STO occupied

conduction band electron density calculated from the projected density of states.

The results are depicted as points in figure 5.3, which shows a clear variation of

free charge density with miscut angle, going through a maximum (nearly 200% of

�(✓ = 0)) at intermediate angles. Three curves are compared in figure 5.3, each

with various model approximations, which we discuss next.

5.2.3 Charge transfer model

To model � as a function of ✓ we use (i) Gauss’ Law, �̃
c

� � = ✏E, where

✏ is the LAO dielectric constant and E the LAO internal electric field, and (ii)

voltage drop pinning, E= �/d̃ (140) (� is the STO band gap), obtaining

� = �̃
c

� ✏�

d̃
(5.1)

with �̃
c

= �
c

(cos✓+sin✓) the net charge of the stepped interface as discussed

earlier, and d̃ = d(1+Ctan✓)/(1+tan✓) (after some algebra), the average shortest

distance between the stepped plates (C is a geometrical constant depending only

on the ratio s/d). Equation 5.1 produces the bold line curve in figure 5.3, which

is in good agreement with the DFT calculations (the only parameters which are

fitted are ✏ and � using the non-stepped DFT results i.e. the y-intercept of figure

5.3). Importantly, both the e↵ect of the steps on the net polarisation, �̃
c

, and on

the e↵ective LAO thickness, d̃, is required to agree with the DFT calculations.

Substituting simply the terrace net charge �
c

and/or the LAO thickness d results

in disagreement with DFT (dotted and thin lines figure 5.3 respectively).
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Figure 5.4: Top: Predicted schematic electronic phase diagram (see text) at the

n-type (step and terrace) terminated LAO/STO interface as a function of the

miscut angle, ✓, and the LAO thickness, d. Bottom: An isosurface of the Ti 3d

electron density (yellow clouds) at an n-type stepped LAO/STO interface. Blue

and pink cages represent oxygen octahedra around Ti and Al atoms respectively.
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5.2.4 Phases of the electron gas

With strong support from the DFT calculations, we explore the model further

in figure 5.4 top. Firstly the critical thickness for metallicity as a function of

miscut angle, d
c

(✓). This is determined from equation 5.1 by setting � to zero

and rearranging for d. A schematic of this transition is shown in figure 5.4 top,

for small ✓, as the curved line separating the insulating phase. The degree of

curvature away from horizontal has been exaggerated for clarity. In fact, using

the experimental values for ✏ and � and �
c

= 0.5e/S, it reaches a minimum of

about 97% of d
c

(✓ = 0) at ✓ ⇡ 17�. Interestingly, this minimum can be altered

through epitaxial strain, since the step edge charge density relies on the out-of-

plane lattice parameter, and miscut orientation. Figure 5.4 top shows three other

phases above this transition curve - 2DEG, anisotropic 2DEG and 1DEG. Above

the pristine critical thickness (horizontal line) an anisotropic 2DEG is predicted

at any non-zero miscut angle. This is due to the non-isotropic net charge density

of the interface (see later for support from DFT). Between the pristine critical

thickness and d
c

(✓), and for small ✓, a 1DEG phase is predicted, as follows.

Introducing steps just below the pristine critical thickness produces carriers in

the step edge, to screen the excess interface bound charge. In the limit of very

small ✓ these are e↵ectively isolated steps. Considering one single step, the excess

chemical charge is located around the step for the same reason that the chemical

charge associated to the pristine LAO/STO (001) interface is located close to the

interface. Since the free carrier charge being transferred is less than the excess

chemical charge, the potential well generated by the latter confines the carriers

within some width around the step in the direction normal to the step, thereby

defining a 1DEG. A phase transition with increasing miscut angle occurs when

the 1DEGs, with a finite width, begin to overlap with next neighbour steps. At

this point, the 1DEGs are electronically indistinguishable from the anisotropic

2DEG.

In an attempt to observe the 1DEG, DFT calculations were performed on the
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same n � p film system (see above), now with d = 2 unit cells, lower than the

pristine critical thickness, and t=5, s=1. Figure 5.4 bottom shows an isosurface

of the Ti 3d electron density. The electron density is clearly inhomogeneous, and

accumulates near the step edge. The density decays from the step edge in to

the terrace, but not to zero. The phase is the anisotropic 2DEG of figure 5.4

top, below the dotted line. By reducing the miscut angle in the simulation, it

should be possible to find the 1DEG, however we are limited to not too small

miscut angles due to system size. Methods including strong correlation e↵ects,

may further confine the electrons at the step.

5.3 Final remarks and conclusions

Experimental studies of LAO-STO investigating the e↵ect of steps are few,

but we highlight two here. Anisotropic electrical transport has been observed,

but explained by anisotropic carrier mobility, not density (112). Interestingly,

the strongest anisotropy was observed at lowest miscut angles, in disagreement

with their step scattering model. Elsewhere, steps were found to a↵ect the car-

rier mobility and density of the 2DEG (113). The carrier density was found to

decrease with miscut angle, suggesting the possibility of p-type step formation.

We hope this work will stimulate the study of stepped surfaces and the search

for 1DEGs. Likely candidate systems include; (i) n-type step and terrace termi-

nations, (ii) a theoretical pristine critical thickness of only just beyond an integer

number of LAO unit cells, (iii) a maximised curvature of d
c

(✓) and (iv) a small

miscut angle to disconnect the 1DEGs from successive steps, but not too small

since the e↵ect of the step polarisation is then minimised. In practice this may

mean; (i) surface chemical treatment to alter the step edge termination, (ii) en-

gineering the pristine critical thickness (through for example strain (140; 168),

electric field (58; 70), material (109) or atmospheric environment if the electronic

reconstruction instead occurs via surface chemical redox reactions (70; 148)), and
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(iii) increasing the step bound charge through epitaxial strain, and miscut ori-

entation.

In conclusion we have studied the e↵ects of steps at the LAO-STO interface

on the electronic structure. A simple model of polarisation and electrostatics is

in good agreement with DFT calculations. The model predicts the existence of

a 1DEG in the step edge at the interface.
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Chapter 6

Polarisation classes of

two-dimensional honeycomb

compounds

Chapter Summary

So far we have discussed the polarisation in centrosymmetric perovskite oxides

in chapters 3, 4 and 5. This chapter extends these arguments to a completely

di↵erent type of material with a new (three-fold rotational) symmetry, namely II-

VI, III-V and IV-IV two-dimensional honeycomb structures. The formal in-plane

polarisation of these materials is found to be exactly as what one would obtain

if using the ideal formal charges, irrespective of covalency. This places these

materials in to distinct classes of polarisation, in a similar fashion as for III-III, II-

IV and I-V perovskites discussed previously. Interfaces between these classes are

necessarily polar, and first principles calculations elucidate an electronic screening

mechanism not dissimilar to oxide interfaces (chapter 4). The resultant interface

one-dimensional (1D) electron and hole gases are in some cases half-metallic. 1

1This chapter has been performed in collaboration with M Stengel who aided with discus-

sions and M Pruneda who additionally generated the pseudopotentials and basis sets.
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6. POLARISATION CLASSES OF TWO-DIMENSIONAL
HONEYCOMB COMPOUNDS

6.1 Introduction

Carbon honeycomb structures have dominated nanoscience in recent years

in various dimensional forms from fullerenes to nanoribbons and graphene to

nanotubes. These nano-materials are expected to have significant impact in a

variety of applications such as sensors, electronics, catalysis and gas storage.

Since the first real two-dimensional material (graphene) was successfully syn-

thesised by mechanical exfoliation (173; 174), a growing number of studies have

been devoted to other planar systems, which include BNmonolayers (175), layered

transition metal oxides (176), dichalcogenides (177; 178), or topological insulators

such as Bi2Te3 or Bi2Se3 (179). Furthermore, improvements in growth techniques

are showing signs of allowing combinations of these nanomaterials to be joined

together forming heterostructures. One of the most widely studied such hybrid

system is formed by the combination of graphene and BN, either as domain seg-

regated nanosheets (180) or as stacking of layers (181), but there are many other

possible geometries (e.g. Refs. (182; 183; 184)).

Another planar system includes ultrathin films of many II-VI, III-V and IV-

IV compounds. Theoretical calculations predicted several years ago that the

(out-of-plane) polarity of these ultrathin films could be compensated through

a structural transformation to a non-polar graphitic phase with the honeycomb

structure (185; 186). Several of these predicted films have since been grown in the

lab (e.g. Ref. (187)). This shows that polarisation e↵ects can be very important

in these 2D systems. However, to our knowledge, in-plane polarisation and its

relation to ionicity has not been formally addressed yet.

In this chapter, we explicitly address the in-plane polarisation in 2D honey-

comb materials. We show, supported by first principles calculations, that (i) the

role of ionicity/covalency does not a↵ect the polarisation; (ii) the formal polari-

sation is found by a simple charge counting procedure (and confirmed with Berry

phase and Wannier function calculations) to be equivalent to that of taking the

formal ionic charges of each species, irrespective of covalency; (iii) the result is
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Figure 6.1: The position of the Wannier centres (small circles) in the unit cell of

ZnO, AlN and SiC (to scale). The ‘cation’ (Zn, Al, Si) is represented by the large

black circles, and the ‘anion’ (O, N, C) by the grey circles. l is the distance of the

sp2 Wannier centres from the anion (l=0.431, 0.491, 0.677 Å for ZnO, AlN and

SiC respectively), and a is the cell parameter (3.316, 3.121, 3.110 Å respectively).

three distinct sets of allowed polarisation lattices, for the II-VI, III-V and IV-IV

compounds; (iv) at interfaces between these classes first principles calculations

elucidate an electronic screening mechanism not dissimilar to oxide interfaces,

and (v) the resultant interface 1D electron and hole gasses are in some cases

half-metallic.

6.2 Results and discussion

6.2.1 Polarisation classes

We begin with a discussion of 2D honeycomb materials in bulk form. The

honeycomb structure can be seen as a triangular lattice with a basis of two atoms,

A and B. In graphene, A and B sites are both occupied by a carbon atom, but for

general graphenic structures they can be di↵erent A and B ions. Figure 6.1 shows

the unit cell (to scale) of ZnO, AlN and SiC: II-VI, III-V and IV-IV compounds

respectively. These three were selected from each group due to their respectively

low lattice mismatch (188; 189), and the recent prediction of their stability in the

2D honeycomb structure (186), however the following considerations are general
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to any 2D insulating honeycomb compound. Figure 6.1 also displays the position

of the four Wannier centres (138) of the valence per unit cell, consisting of three

sp2 directional orbitals centred along bonds and one p
z

orbital centred on the

more electronegative of the two species (which we call the anion, and the other

species with no p
z

Wannier the cation) 1. The distance of the sp2 Wannier centre

to the anion, l, increases from the II-VI to the III-V to the IV-IV compounds,

as one might expect due to the increasing covalent nature of the species. Due

to the three-fold symmetry of these structures, the e↵ective polarisation is zero

irrespective of ionicity-covalency, as traditionally defined. However the formal

polarisation is not necessarily zero, as has been discussed in the topical context

of oxides and LaAlO3 (28; 29; 141) (see chapter 3). Taking the formal polarisation,

P , as defined within the modern theory of polarisation (135) by the position of

the Wannier and core centres (136), we calculate P = 4/3, 6/3, and 8/3 (e/a)

modulo a quantum of polarisation (2/
p
3 e/a) for the II-VI, III-V and IV-IV

compounds respectively (defined as the dipole moment per unit area in 2D).

These values were also confirmed with Berry phase calculations (135) within the

Siesta code (114; 115). These values are equivalent to taking point charges of

the formal charge of each species. In other words, the degree of ionicity-covalency

does not a↵ect the polarisation.

The lattice of allowed polarisation vectors, P, is displayed in figure 6.2. Each

class of material (II-VI, III-V or IV-IV) has a triangular lattice of polarisation

vectors as expected from the threefold rotational symmetry, with each set dis-

placed by 2/3 (e/a) from the others. The three sets of polarisation values here

bear connection within the topical field of polarity in oxide heterostructures and

the 2DEG at the interface between LaAlO3 and SrTiO3 (35). LaAlO3, SrTiO3

(and for example KNbO3), so-called III-III II-IV (and I-V) perovskites, have dif-

ferent sets of allowed polarisation values defining di↵erent classes of material by

1The Wannier calculation was performed with the Wannier90 (190) code and the density

functional theory (DFT) code Siesta (114; 115).
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Figure 6.2: The triangular lattice of allowed polarisation values for the II-

VI (red), III-V (black) and IV-IV (grey) 2D honeycomb compounds. The dots

represent polarisation vectors, indicated by P. The box highlights an example of

a compatible set of values (see text).

polarisation (see chapter 3), in relation to the 2D honeycomb materials here.

The di↵erent symmetry (three-fold in the honeycomb structure versus inversion

in the oxide perovskites) give rise to a new set of formal values. One might expect

that interfaces between two 2D honeycomb materials from di↵erent polarisation

classes might also show unusual electronic behaviour.

6.2.2 Superlattices

To test this prediction, first principles calculations were performed of inter-

faces between the II-VI, III-V and IV-IV compounds. The interface direction was

chosen to be along x (defining the zig-zag edge). Stoichiometric zig-zag nanorib-
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bons (ZNRs) of each material were joined to maintain the A
a

B
a

A
b

B
b

stacking

sequence (A
a

: cation of material a, B
b

: anion of material b etc.), since the ABBA

sequence was found to be metallic for all thicknesses without a band gap, likely

due to the incompatibility of the sp2 bonding between the A-A and B-B interface

species. The resultant superlattice contains two di↵erent interfaces (A
a

B
a

A
b

B
b

,

and A
b

B
b

A
a

B
a

). The ZNRs were made of various thicknesses, n, being the number

of AB bi-layers. The first principles calculations were performed using the spin-

polarised Perdew-Burke-Ernzerhof (PBE) exchange correlation functional (191)

as implemented in the Siesta code (114; 115). Norm conserving pseudopoten-

tials (127) and double-⇣ polarised bases were used for the valence electrons (152).

Atomic forces were relaxed to less than 20 meV/Å. A 20 Å vacuum layer between

the 2D sheets was included, which was found to be a su�cient separation (tests

of up to a 200 Å vacuum layer did not a↵ect results significantly).

At this point we note a side issue related to polarisation in the superlattice

systems. Mismatch strain, albeit small for the materials chosen, may introduce

a non-trivial electronic component to the polarisation on top of the polarisation

discussed in section 6.2.1. This arises due to the loss of the threefold symmetry

axis with axial strain. The systems are then likely to be piezoelectric. These

e↵ects are beyond the current study, but would be an interesting line of research

for future work. We believe the e↵ects to be small compared with the large

lattice polarisation discussed above, especially for the 0.3% mismatched SiC-AlN

system.

Figure 6.3 shows the line density of a one-dimensional electron (hole) gas

(1DEG) appearing at the interface between AlN-SiC (III-V - IV-IV) and ZnO-SiC

(II-VI - IV-IV) as a function of layer thickness, n. The 1DEGs appear to screen

the net charge at the interface (see discussions below and figures 6.4 and 6.5 for

details of this electronic screening). With increasing layer thickness, the 1DEG

density tends to this net charge which equals, from the interface theorem (30),

the di↵erence in the component of the bulk polarisation perpendicular to the
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Figure 6.3: The density of free electrons (or holes) calculated as a function of

slab width (n) for the two superlattice systems.

interface from material a to material b. This is in agreement with what is found

in the full first principles calculations (compare figure 6.3 dotted lines, with figure

6.2). It is interesting to note that the pair of polarisation values from both sets

does matter (similar to the arguments presented for oxides, see chapter 3). Figure

6.2 highlights a compatible group of polarisation values in the rectangular box

region. This group is compatible since the respective choice in unit cell of each

material includes all charge within the interfacial unit cell as polarisation (bound

charge). Varying the choice of unit cell from material a to material b (i.e. the

polarisation value) amounts to leaving free charge at the interface unaccounted

for by the polarisation. The result is equivalent, only our description of the charge

changes (bound versus free charge, see chapter 3). See Ref. (141) and references

within for more details.

We now explore the details of the electronic screening in the superlattices.

Figures 6.4 and 6.5 show the electronic structure in real and reciprocal space re-

spectively. Figure 6.4 is the spin-resolved layer-by-layer density of states (DOS)
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Figure 6.4: The layer-by-layer density of states (DOS) of the AlN-SiC (n=16)

superlattice. Top panels are the DOS of spin up electrons, and bottom panels are

the DOS of spin down electrons. The top half is the AlN slab, and the bottom

half the SiC slab and the interface terminations are indicated.
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of the AlN-SiC (n=16) superlattice. The bands are seen to shift in energy within

each layer in a zig-zag fashion, with the potential drop pinned to the e↵ective

band gap (in this case the band gap of SiC), once the layers are thick enough

(for n=4, not shown, the drop is smaller than the gap and the system is insu-

lating). These shifts are due to an electric field arising from the net interfacial

charge. Notice that the electronic screening mechanism resembles that seen in

oxide superlattices (140) (see chapter 4), although the electrostatics of this sys-

tem is di↵erent, with nonuniform fields in the sheet’s plane and stray fields in the

vacuum space. The pinning of the drop occurs because of an electronic transfer

from the top of the valence band at the negatively charged interface (p-type) to

the bottom of the conduction band at the positively charged interface (n-type),

creating the 1D electron and hole gasses. As the layer thickness increases the

internal electric field reduces (since the drop is pinned), and the 1DEG density

tends to the interface bound charge in agreement with figure 6.3.

Figure 6.5 displays the spin-resolved band structure near E
f

for the same

superlattice. Two bands are seen to cross E
f

, and correspond to two localised

states at the Si-N and Al-C interfaces that can be coupled ferromagnetically (FM)

or antiferromagnetically (AF) (192). For su�ciently wide SiC and AlN stripes,

both states are decoupled and the AF and FM solutions are degenerate in energy.

In the AF (FM) configuration, electrons are transferred from the Al-C ⇡ bonding

state to the Si-N ⇡⇤ antibonding state giving rise to half-metallic 1D electron and

hole gases of the same (opposite) spin at each interface. In this case the amount

of charge transferred can be obtained from the k-point where the bands cross E
f

:

for large n they should cross at the k-point 2/3 from � to X corresponding to a

charge of 1/3, if n is small, the bands cross closer to X or simply do not cross.

Bands corresponding to the opposite spin for the Al-C (Si-N) interfacial states are

slightly below (above) these. The set of unoccupied parabolic bands at � seen in

Fig.3 are also localised at the Si-N edge, and their range of localisation decreases

with increasing energy (although not shown, there are also similar occupied bands
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FIG. 3: (Color online) Top: The corresponding layer-by-
layer density of states (DOS) of the same AlN-SiC (n=16)
superlattice. Top panels are the DOS of spin up electrons,
and bottom panels are the DOS of spin down electrons. The
top half is the AlN slab, and the bottom half the SiC slab and
the interface terminations are indicated. Bottom: The band
structure and total DOS of the AlN-SiC (n=16) superlattice
in AF and FM spin configurations. Black lines are spin up
bands, and red dashed lines spin down bands.

sequence (Aa: cation of material a, Bb: anion of material
b etc.), since the ABBA sequence was found to be metal-
lic for all thickness without a band gap, likely due to
the incompatibility of the bonding between the interface
species. The resultant superlattice contains two di↵erent
interfaces (AaBaAbBb, shown in Fig.1c, and AbBbAaBa).
The ZNRs were made of various thicknesses, n, being the
number of AB layers. The first principles calculations
were performed using the spin-polarized Perdew-Burke-
Ernzerhof (PBE) exchange correlation functional [29] as
implemented in the Siesta code [25, 26]. Norm conserv-

ing pseudopotentials [30] and double-� polarized bases
were used for valence electrons [31]. Atomic forces were
relaxed to less than 20 meV/Å. A 20Å vacuum layer be-
tween the 2D sheets was included, which was found a
su�cient separation (tests of up to a 200Å vacuum layer
did not e↵ect results significantly).

Figure 2 shows the line density of a one-dimensional
electron (hole) gas (1DEG) appearing at the interface
between AlN-SiC (III-V - IV-IV) and ZnO-SiC (II-VI -
IV-IV) as a function of layer thickness, n. The 1DEGs
appear to screen the net charge at the interface (see dis-
cussions below and Figure 4 for details of this electronic
screening). With increasing layer thickness, the 1DEG
density tends to this net charge which equals, from the
interface theorem [32], the di↵erence in the component of
the bulk polarization perpendicular to the interface from
material a to material b. This is what is found from the
full first principles calculations (compare Figure 2 dotted
lines, with Figure 1b). It is interesting to note that the
pair of polarization values from both sets does matter.
Figure 1b highlights a compatible group of polarization
values in the rectangular box region. This group is com-
patible since the respective choice in unit cell of each
material includes all charge within the interfacial unit
cell as polarization (bound charge). Varying the choice
of unit cell (i.e. the polarization value) amounts to leav-
ing free charge at the interface unaccounted for by the
polarization. The result is equivalent, only our descrip-
tion of the charge changes. See Ref. 20 and references
within for more details.

We now explore the details of the electronic screening
in the superlattices. Figure 3 shows the electronic struc-
ture in real (top) and reciprocal (bottom) space. Figure
3 top is the spin-resolved layer-by-layer density of states
(DOS) of the AlN-SiC (n=16) superlattice. The bands
are seen to shift in energy within each layer in a zig-zag
fashion, with the potential drop pinned to the e↵ective
band gap (in this case the band gap of SiC), once the
layers are thick enough (for n=4, not shown, the drop is
smaller and the system is insulating). These shifts are
due to an electric field arising from the net interfacial
charge. Notice that the electronic screening mechanism
resembles that seen in oxide superlattices [33], although
the electrostatics of this system is di↵erent, with non-
uniform fields in the sheet’s plane and stray fields in the
vacuum space. The pinning of the drop occurs because of
an electronic transfer from the top of the valence band at
the negatively charged interface (p-type) to the bottom of
the conduction band at the positively charged interface
(n-type), creating the 1D electron and hole gasses. As
the layer thickness increases the internal electric field re-
duces (since the drop is pinned), and therefore the 1DEG
density tends to the interface bound charge in line with
Figure 2.

Figure 3 bottom displays the spin-resolved band struc-
ture near Ef for the same superlattice. Two bands are

Figure 6.5: The band structure and total DOS of the AlN-SiC (n=16) superlat-

tice in AF and FM spin configurations. Black lines are spin up bands, and red

dashed lines spin down bands.

at lower energies localised at the Al-C interface). These bands are partially

occupied for ZnO-SiC superlattices giving the extra charge-transfer contribution

needed. Since these bands are spin degenerate, the ZnO-SiC system is not half-

metallic with a reduced spin polarisation. Otherwise the band structure for ZnO-

SiC is similar. The origin of the magnetism in systems of charge injection in

to di↵erent bulk, nanoribboned and heterostructured honeycomb structures have

been discussed elsewhere (192; 193; 194; 195; 196; 197; 198).

6.3 Final remarks and conclusions

We briefly mention some final remarks. The polar structures studied here

may, in certain growth conditions, find more energetically favourable screening
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mechanisms as an alternative to electronic screening. As an example an an-

ionic vacancy can donate electrons to the n-type interface, or combinations of

anionic vacancies and cationic vacancies at each interface can provide the nec-

essary charge screening without free electrons. Similar mechanisms have been

proposed at the LaAlO3-SrTiO3 interface, and its energetics discussed (148) (see

next chapter, 7). If the growth conditions can be controlled such that these point

defects are minimised it may be possible to utilise the systems here for various

applications such as spintronics, sensors and electronics. It would also be inter-

esting to study the excitonic properties of the electron-hole gases, and in addition

the possible piezoelectric and piezoresistance e↵ects.

In conclusion we have introduced classes of 2D honeycomb materials in terms

of polarisation. Interfaces between these classes can exhibit interesting properties

such as half-metallic 1DEGs. The physics describing these superlattices is not

dissimilar to oxide systems (see chapters 3, 4 and 5).
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Chapter 7

Surface defects and conduction in

polar oxide heterostructures

Chapter Summary

The past few chapters (chapters 4, 5 and 6) have considered the physics of

pristine interfaces between polar materials, and the pure electronic screening

that results. In this chapter we present an alternative origin to the 2DEG at the

LAO-STO interface as surface redox reactions, in particular surface O vacancies,

using a model supported by first principles calculations that describes the redox

formation. In agreement with recent spectroscopic and transport measurements,

we predict a stabilisation of such redox processes (and hence Ti 3d occupation)

with film thickness beyond a critical value, which can be smaller than the critical

thickness for 2D electronic conduction, since the surface defects generate trapping

potentials that will a↵ect the interface electron mobility. Several other recent

experimental results, such as lack of core level broadening and shifts, find natural

explanation. Pristine systems will likely require changed growth conditions or

modified materials with a higher vacancy free energy. 1

1The results presented in this chapter have been published in the article of Bristowe, Lit-

tlewood and Artacho Phys. Rev. B 83, 205405 (2011) (148).
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7. SURFACE DEFECTS AND CONDUCTION IN POLAR OXIDE
HETEROSTRUCTURES

7.1 Introduction

Complex oxides o↵er the potential to replace conventional semiconductors

in a range of devices due to reduced feature sizes and added functionality (see

e.g. ref. (48; 199)). The polar interface between LaAlO3 (LAO) and SrTiO3

(STO) (35) has shown promise as a field e↵ect transistor (58; 70). One problem

hindering its development is the low mobility of the interface two-dimensional

electron gas (2DEG). To progress, the origin of the 2DEG must be understood.

Explanations proposed to date can be classed into three categories: (i) electron

transfer countering the “polar catastrophe” (36), (ii) doping through O vacancies

in the film (70; 200; 201; 202) or in the substrate (52; 53; 54), and (iii) cation

intermixing at the interface (36; 102; 103; 105). Growth conditions have been

shown to a↵ect the observed behaviour, particularly O2 partial pressure and post-

annealing treatments, a↵ecting carrier density and confinement to the interface

(as opposed to conduction through the STO substrate) (53; 58).

The polar catastrophe (36) arises from a polarisation discontinuity between

the non-polar STO substrate and polar LAO film (141) as discussed in chap-

ters 3, 4 and 5. In LAO films grown on TiO2 terminated STO substrates this

polar discontinuity induces a divergence of the electric displacement field (r ·D)

in the pristine system equal to considering the e↵ective polarisation response and

net e↵ective charges �
c

of precisely +e/2 and �e/2 per formula unit at the in-

terface and surface, respectively (28; 140; 141). The electrostatic potential then

builds up across the LAO film, accumulating electrostatic energy. To counter it

a charge transfer between the interface and the surface is required. A mechanism

intrinsic to the pristine system is given by the transfer of electrons from the sur-

face to the interface. From band bending arguments, electrons are transferred

from the O 2p at the top of the valence band at the LAO surface, to the Ti 3d

conduction band at the interface, once the potential drop across the LAO layer

reaches the e↵ective band gap, which is calculated to happen for a LAO thickness

of five unit cells (see ref. (50) and within). However the absence of a 2D hole gas
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at the surface and the observation of populated Ti 3d states for films as thin as

one or two bilayers (59; 60; 64) raises doubts about this mechanism. Two impor-

tant points should be kept in mind. Firstly, the samples are generally not kept or

measured in vacuum. The surface can thus be covered by adsorbents like water,

and it will likely be far from an ideal surface termination, possibly including chem-

ical alterations such as the hydroxylation seen on many wet oxides. The second

point is more central, however: whatever the chemistry, the relevant electrostatics

across the film can only be a↵ected by processes in which charge is altered at each

side of the film, either by charge transport across it, or by charges arriving at

either side from external reservoirs. If there are no such external sources and the

chemical processes are confined to the surface, the remaining possibility is that

of surface redox processes. They transform surface bound charge into free-carrier

charge, the electrons or holes then being free to move to the buried interface. The

clearest and quite relevant example is that of oxygen vacancy formation whereby

surface O2� anions transform into O2 molecules, releasing two electrons to the

n interface, as illustrated in figure 7.1 (70; 200; 201; 202). Surface protonation

(203; 204) is an analogous process in which the surface is also reduced by the

oxidation of O2� into O2, although in this case the process depends on the pres-

ence of water, H2O! 1/2 O2 + 2e� + 2H+, and both the energetics and kinetics

will be di↵erent from the previous one (203). The protons attach to the surface

O atoms, while the electrons are again free to go to the n interface (note that

the non-redox hydroxylation, H2O! OH�+H+, does not a↵ect the electrostatics

across the film).

In section 7.2 we present a model for the formation of surface redox pro-

cesses. We then apply the model to the LAO/STO system in section 7.3 using

parameters obtained from first-principles calculations (see section 7.5). We show

that, for such a surface redox process, (i) the process is favoured by film thick-

ness through the e↵ect of the electric field across the film; (ii) the growth of the

density of the related surface defects with film thickness is predicted, showing a
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Figure 7.1: Schematic band diagram of an interface between a polar film and

a non-polar substrate along the normal direction, z. (a) The pristine system

under the critical film thickness. (b) The creation of a donor state at the surface

via a redox reaction and subsequent electron transfer. (c) The process reduces

the film’s electric field. W is the conduction band o↵set and E
CD

is the energy

di↵erence between the surface conduction band minimum and the donor state

level.
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minimum critical thickness; (iii) the model is in excellent agreement with first

principles calculations and reasonable agreement with what is observed experi-

mentally for Ti 3d occupation; (iv) the potential drop across the film does not

change substantially with thickness once vacancies start to appear; (v) for thin

films the carriers at the interface are still trapped by the electrostatic potential

generated by the vacancies in deep double-donor states: a strongly disordered

two-dimensional electron system; (vi) as thickness increases the levels become

shallower and the number density increases, closing the gap to the conduction

band; (vii) the conduction onset is therefore at a higher film thickness than the

one for interfacial carrier population. Finally we note that the model can also be

applied to p-type interfaces and ultra thin ferroelectric films, where alteration of

the surface chemistry has also been proposed as a possible screening mechanism

(see for example ref. (32) and chapter 8).

7.2 Model

We consider a pristine polar thin film on a non-polar substrate defining a n-

type interface (see figure 7.1), and a surface reduction process (the model can be

trivially extended to p-type interfaces and surface oxidising reactions, see below).

The introduction of a surface defect via a redox reaction produces a donor level

in the gap. The defect provides Z electrons (two for an O vacancy) that can

transfer to the interface (see figure 7.1), thus contributing to the screening of the

polarisation or compositional charge �
c

at either side of the polar film (±0.5e/f.u.

in LAO (28; 140; 141)).

Considering this electron migration, we can model the formation energy of

one such surface defect, Eform, in the presence of an area density n of surface

defects as

Eform(n) = C + EE(n) + ↵n, (7.1)

where we have separated an electrostatic term associated with the internal electric
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field in the film, EE(n), from a surface/interface chemistry term, C, and a term

accounting for defect-defect interactions other than electrostatic in a mean-field

sense. It can be seen as arising from

Eform(n) = E0
form � Z(W � E

CD

) + EE(n) +
othersX

i

J
i

r
i

, (7.2)

where E0
form is the formation energy of an isolated surface defect in the absence

of a field across the film, W and E
CD

are defined in figure 7.1 1 and J
i

and r
i

are the defect-defect coupling interaction and separation respectively. E0
form (and

thus C) depends on the particular surface chemical process, and the reference

chemical potential for the relevant redox counterpart species in the environment,

e.g. µO2(p, T ), which depends on experimental conditions (partial pressure, p,

and temperature, T ).

Taking equation 7.1, the surface excess energy for a given area density of

surface defects is then

⌦(n) =

Z
n

0

Eform(n
0)dn0 = Cn+ ⌦E(n) +

1

2
↵n2. (7.3)

The key of the proposed energy decomposition is that the ⌦E term is simply the

energy gain per unit area of partly discharging a capacitor, which is

⌦E(n) =
d

2✏

⇥
(�

c

� �
v

)2 � �2
c

⇤
, (7.4)

where d is the film thickness, ✏ is the LAO dielectric constant, �
c

is the composi-

tional charge, and �
v

= n(Ze) is the charge density of the carriers confined to the

interface (note that these electrons may not all be mobile, as discussed below).

Equation 7.4 assumes no screening by electronic reconstruction, which is right

if the onset for defect stabilisation happens earlier than the one for electronic

reconstruction (and the surface defect mutual repulsion is weak), both of which

we believe to be true for the case of LAO-STO (see next section). We limit our-

selves to the regime given by equation 7.4 since a wider discussion of the model is

1A valence band o↵set has been omitted for clarity since it is known to be small, but can

also be included alongside the conduction band o↵set without a↵ecting the model
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irrelevant here. A complete description of all possible regimes will be presented

elsewhere (205).

The equilibrium defect density is determined by finding the value that min-

imises ⌦. Taking equations 7.3 and 7.4,

n =
dZe �

c

� C✏

(Ze)2d+ ↵✏
. (7.5)

A critical thickness arises for defect stabilisation,

d
c

= C✏/(Ze�
c

), (7.6)

n tending to �
c

/Ze for large d, which is the value required to completely screen

the film’s intrinsic polarisation.

7.3 Discussion

7.3.1 Interface carrier density

We now consider the specific case of O vacancy formation at the surface as

the most prominent candidate redox process (70; 200; 202). Figure 7.2a) shows

quantitative agreement between the model’s Ēform = 1
n

⌦(n) = 1
n

R
n

0 Eformdn0 and

first principles calculations of the surface vacancy formation energies in ref. (200)

on the full LAO/STO structure. Ēform is the right magnitude to compare to first-

principles results since it accounts for the energy di↵erence between the system

with a given concentration of surface defects (n) and the pristine system (n = 0),

per surface defect, thus ⌦(n)/n. The physical constants used in the model were

determined independently by separate DFT calculations (see section 7.5) and

then compared to DFT results for films of varying thickness (figure 7.2a)). The

predicted behaviour of n (and �
v

) in LAO/STO is shown in figure 7.2b), where it

is compared with Ti 3d occupation (both trapped and mobile) as measured with

HAXPES (59). Two bands are plotted, the coloured one uses a range in C, the

striped one a range in ↵ and ✏ (see section 7.5). The bulk dielectric constant of
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Figure 7.2: a) Defect formation energy, Ēform (see definition in text) versus LAO

film thickness d for various vacancy densities n. The model (lines) is compared

with the DFT calculations (circles) of ref. (200) of the surface vacancy formation

energy on the full LAO/STO structure (see section 7.5 for the determination of

the model parameters). b) Equilibrium area density of interface carriers �
v

versus

d. The red (grey) band is the model prediction for 2.1 eV < C < 5.0 eV, ✏ = 25

and ↵ = 0.8 eV/(vac/f.u.)2. The striped band is for C = 3.6 eV, 21 < ✏ < 46 and

0 < ↵ < 8 eV/(vac/f.u.)2. The circles indicate the Ti 3d occupation as measured

with HAXPES in ref. (59). Open circle indicates the sample was not annealed.

The crosses indicate the carrier density from Hall measurements in ref. (58).
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LAO is about 24 (206). It may be substantially di↵erent for a strained ultra-thin

film (see ref. (50) and within) and so the range 21 < ✏ < 46 has been considered.

The agreement in figure 7.2b) between model and experiment is only qualita-

tive given the ambiguities in some of the magnitudes of key parameters defining

the problem, most notably the chemical potential of O2 in experimental condi-

tions. Despite this, the model predicts a critical thickness for the appearance of

carriers at the interface for a LAO film thickness below the five unit cells pre-

dicted by the purely electronic mechanism. Other qualitative features observed

but not understood in this system also find a natural explanation (below).

7.3.2 Electric field in LAO: pinning of potential drop

The electrostatic potential drop across the LAO film is

V = (�
c

� �
v

)d/✏. (7.7)

Substituting �
v

, the drop is essentially independent of thickness, V ⇡ C/(Ze),

when the vacancy-vacancy interaction is small, ↵ ⌧ (Ze)2d/✏. Using the parame-

ters for LAO/STO the di↵erence in potential drop per LAO layer added is between

0.0 and 0.2 eV/f.u., much smaller than the predicted thickness dependence for

the electronic screening model, and consistent with recent XPS measurements,

which show no core level broadening with film thickness (61). The pinning of V

is also consistent with reduced cation-anion relative displacement with increasing

LAO thickness as measured by SXRD (68).

7.3.3 Onset of conduction: electron trapping

The redox processes proposed above explain the absence of hole-mediated

transport at the surface, while electrons allow 2D conduction at the interface.

An important observation that remains unexplained, however, is the fact that the

onset of interfacial Ti 3d occupation, as measured with HAXPES (59; 60; 64),

happens at lower film thickness than the onset for interfacial 2D conduction (58).
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Figure 7.3: Trapping potential V created by a surface O vacancy as seen by

interface electrons versus distance within the interface plane x (x=0 is directly

below the vacancy) for film thickness d = a (deepest), 2a, 3a, 4a (shallowest), with

harmonic estimates of corresponding donor ground states (taking me↵ = 3m
e

(81)). Inset: Sketch of range and density of trapped states.

It has been suggested that the 2DEG lies in several Ti 3d sub-bands, some of which

are not mobile due to Anderson localisation (94). Whether Anderson localisation

occurs on an energy scale as high as room temperature depends on the energy

scale of the disorder distribution. The surface defects associated to the redox

processes represent point sources of e↵ective charge, very much as a dopant in a

semiconductor (28), e.g. +2 e for an O vacancy. They then generate trapping

potentials for the carriers at the interface plane of the form Vtrap = Ze2/✏
p
r2 + d2,

in atomic units, where d is the film thickness and r2 = x2+ y2 corresponds to the

radial variable in the plane. This potential is sketched in figure 7.3 for several

d values. Its depth decays with thickness as 1/d. Figure 7.3 shows estimates of

the ground state electron level associated to the double donor state arising at the

interface due to an O vacancy at the surface. These trapped interface levels may

be the ‘in-gap states’ seen in a recent spectroscopic study (65). For a thin film the

traps are deep and few, but as it grows thicker, the donor states become shallower

and the area density of traps grows, as illustrated in the inset of figure 7.3. A
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transition from insulating to conducting behaviour is thus expected at a larger film

thickness than the critical thickness for surface defect stabilisation. With growing

thickness, not only dopant levels tend to overlap as in a degenerate semiconductor,

but the doping-level band is pushed towards the conduction band. For Z = 2,

as for O vacancies, the physics of this transition is that of band overlap and

disorder, since all dopant states are doubly occupied. If the mechanism involves

Z = 1 defects, as in the hydroxylation case, the transition will be rather Mott-

Anderson, as each dopant state is singly occupied. The di↵erent phenomenologies

could be used to ascertain on the mechanism. The surface potential distribution

from charged defects is consistent with a recent Kelvin probe force microscopy

study (207).

7.4 Final remarks and conclusions

A recent AFM study of LAO/STO has proposed the mechanism for conduc-

tivity switching (58; 70) as the writing of surface charge (75). Applying a biased

tip to the surface alters the field across the LAO film which either increases or

decreases the stability of vacancies (and hence �
v

) depending on the sign of the

bias. An implication of this observation is that the kinetics for these redox pro-

cesses is accessible at room temperature as used in these experiments, not only

the much higher temperature used for growth.

The model proposed can also be used for p interfaces, holes, acceptor levels

and surface oxidation processes. This would be the case for LAO grown on SrO

terminated STO. It is less symmetric than it seems, however, since, in addition

to di↵erent energetics and chemical potentials, the large conduction band o↵set

at the interface (W in figure 7.1) favours the situation for electrons towards n

interfaces much more than the much smaller valence band o↵set for holes and

p-interfaces. For thin film ferroelectrics with outwards (inwards) polarisation on

metallic substrates, the important alignment becomes the acceptor (donor) level
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with the metal fermi level. This could be behind the stability of switchable ultra

thin ferroelectric films under open circuit conditions (see e.g. ref. (5; 32)). See

chapter 8 for further discussion.

In conclusion, surface redox processes by have been shown to be promoted by

the the internal electric field in polar thin films. A simple model has been used to

predict the film-thickness dependence of the equilibrium density of surface defect

levels, and corresponding interface carrier density. The model is applied quanti-

tatively to the formation of O vacancies at the surface of a LAO film on STO.

The estimated carrier density and potential drop as a function of LAO thickness

is compared with recent HAXPES and XPS core level measurements respectively.

Carrier trapping for thin films is discussed, with di↵erent physics predicted for

single and double donor defects as would arise from vacancy formation or hydrox-

ylation.

7.5 Model parameters

Here we describe the determination of the parameters, ↵, ✏ and C used in

the model in figure 7.2 of section 7.3. The parameters used in the model were

independently determined from first principles in appropriate LAO-based systems

(see below), and then the model was checked against DFT calculations of vacancy

formation energies in the full LAO/STO system as a function of thickness (figure

7.2a)). When comparing the model with experiment (figure 7.2b)), we account

for inaccuracies of DFT and the ambiguity of the experimental chemical potential

in the determination of each of these parameters.

7.5.1 The vacancy-vacancy interaction term, ↵

The defect-defect term was defined in equation 7.1 to include interactions

other than electrostatic. Therefore to determine ↵ we performed first principles

calculations (see ref (140) for the method) of the charge neutral defect, i.e. oxygen

108



7.5 Model parameters

vacancies in ‘bulk’ LAO which include the double donor electrons. One oxygen

vacancy was placed in a simulation cell of 1⇥1⇥8, 2⇥2⇥8 and 3⇥3⇥8 unit cells

of LAO to approximate 2D arrays of vacancies of various area densities. From

the di↵erence in formation energy per vacancy between the three calculations, ↵

was found to be 0.8 eV/(vac/f.u.)2, which was used in figure 7.2a). ↵ is formally

defined as the interaction between vacancies at the film surface, however we be-

lieve this bulk value to be a good estimate. For the comparison with experiment,

to account for any error associated with this determination we choose the range

0 < ↵ < 8 eV/(vac/f.u.)2 in figure 7.2b) of section 7.3.

7.5.2 The dielectric constant, ✏

The dielectric constant, ✏, consists of lattice and electronic contributions. For

LAO, we take ✏=28 as the total for figure 7.2a), as consistent with ref. (167).

When comparing with experiment, we note the error and inconstancy of DFT

calculations of ✏, and additionally the e↵ect of strain as highlighted in ref. (50).

Due to this we choose the range 21 < ✏ < 46 for figure 7.2b).

7.5.3 The surface/interface chemistry term, C

C consists of three terms,

C = E0
form,µ=0 + µ+ 2(E

CV

�W ) (7.8)

From the electronic structure presented by Li et al. (LDA calculations of the

LAO-STO slab including surface oxygen vacancies (200)), the last term is found

to be approximately -1.2 eV. From first principles calculations of ref. (208) the

formation energy of an isolated oxygen vacancy at the surface of LAO (in the

absence of a field) with reference to oxygen in an isolated molecule (1/2E[O2]),

E0
form,µ=0, is approx. 6.0 eV. We define the zero of chemical potential relative to

this reference state, which is appropriate for the DFT comparison and hence the
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value of C used in figure 7.2a) is taken as 4.8 eV.

The DFT underestimation of the band gap requires corrections to both E0
form,µ=0

(see ref. (209)) and W for the comparison with experiment in figure 7.2b). At

this point we note the di�culties and variation in first principles determination

of formation energies of donor/acceptor states (see for example ref. (210)).

From ref. (209), the formation energy correction of a donor defect, required

due to DFT band gap underestimation is simply:

�E0
form = Z�E

c

(7.9)

where �E
c

is the change in conduction band edge between LDA and experi-

ment (or corrected DFT). By comparing the electronic structure presented in Li

et al. and ref. (211), this correction could be as large as 1.0 eV. Therefore we take

6.0 eV < E0
form,µ=0 < 7.0 eV.

From experimental band alignment (78) and theoretical calculations deter-

mining the gap states (211), the third term in equation 7.8 is approximately 2.0

eV (not 1.2 eV). Correcting for these DFT errors we take,

4.0 eV + µ < C < 5.0 eV + µ (7.10)

The chemical potential of oxygen in the growth conditions used in ref. (59)

(T = 1073 K and p = 2.0 ⇥ 10�8 atm) relative to the zero reference defined

above is calculated to be -1.9 eV assuming the environment acts as an ideal gas-

like reservoir. The e↵ect of post-annealing and cooling to room temperature and

pressure is to shift the chemical potential towards zero. With these limits on

the chemical potential and the inequality in Eq. 7.10 , the range of C becomes

2.1 eV < C < 5.0 eV, as used in figure 7.2b).
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Chapter 8

Chemical and electrochemical

ferroelectric switching

Chapter Summary

In the previous chapter we discussed the stability of surface redox defects in

LAO thin films. This chapter extends the discussion to ferroelectric BaTiO3

(BTO) thin films with switchable polarisation. Against expectations, robust

switchable ferroelectricity has been recently observed in ultrathin (1 nm) BTO

films exposed to air [V. Garcia et al., Nature (London) 460, 81 (2009) (5)]. Based

on first-principles calculations, we show that the system does not polarise unless

charged defects or adsorbates form at the surface. We propose electrochemical

processes as the most likely origin of this charge. The ferroelectric polarisation

of the film adapts to the external ionic charge generated on its surface by redox

processes when poling the film. This, in turn, alters the band alignment at the

bottom electrode interface, explaining the observed tunnelling electroresistance.

A magnetoelectric e↵ect is also predicted. Our conclusions are supported by

energetics calculated for varied electrochemical scenarios. 1

1The results presented in this chapter have been published in the article of Bristowe, Stengel,

Littlewood, Pruneda and Artacho Phys. Rev. B 85, 024106 (2012) (212).
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8.1 Introduction

Complex oxides have long been viewed as possible candidates for the next

generation of electronic devices, which require reduced feature sizes, enhanced

operating speeds and low consumption. Amongst oxides, ferroelectrics o↵er the

ability to store information in a non-volatile manner via fast reversible polarisa-

tion switching in ferroelectric random-access memory (FeRAM). The observation

of giant tunnelling electroresistance (TER) (5) in ultrathin (3 unit cells) ferro-

electric films has recently opened a novel paradigm for device design based on

these materials (6; 7).

Although the experiments (5) ascribed TER to ferroelectricity, which ap-

peared robust and switchable, how the polar state is stabilised in such thin films is

by no means established. In principle, a ferroelectric film with an exposed surface

cannot sustain a monodomain polarisation perpendicular to the surface, because

of the strong depolarising field that would inevitably arise 1. Charged particles

from the environment could in principle cancel the depolarising field (213) (figure

8.1 left). So far, however, the only chemical control of switching in air relates

to neutral species, O2 (32; 33; 34) (figure 8.1 centre). It is then not clear how

neutral gas-phase molecules could interact with a biased atomic force microscopy

(AFM) tip to produce the polar state.

Here we argue that the voltage applied with the AFM tip induces electrochem-

ical switching (figure 8.1 right), i.e. redox processes that are essential to liberate

free charge and therefore screen the depolarising field. This process would act as a

nanobattery, rather than a nanocapacitor. Note that the same mechanism could

explain other e↵ects at oxide interfaces, such as the switchable two-dimensional

electron gas (2DEG) at the LaAlO3/SrTiO3 interface (70; 148) (see chapter 7),

where the switching appears to be mediated by surface charge (75).

To explore this mechanism we consider the system studied experimentally in

1 The polarisation is clearly observed to be perpendicular to the interface, consistent with

the expected behaviour of compressively strained films (23).
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Figure 8.1: Schematic illustration of the conventional (left) and redox (centre)

mechanisms for ferroelectric screening in the absence of a top electrode. The

presence of a biased tip can promote an alternative redox mechanism that provides

an external circuit for the screening electrons (right).

Ref. (5), consisting of a compressively strained nanometer-thick BaTiO3 (BTO)

film on a La0.7Sr0.3MnO3 (LSMO) bottom electrode. Here we show, using first

principles calculations, that (i) the pristine system (clean BTO surface with an

ideal TiO2 termination) does not allow for a ferroelectric polarisation, P , normal

to the surface despite the large compressive strain; (ii) a non-zero P is crucially

dependent on the presence of a surface external ionic charge, in the form of

defects or adsorbates; and (iii) the energetics for the formation of oxidised or

reduced surface defects support the electrochemical switching model. We also

find (iv) a systematic change in band o↵set with screening charge density, which

we identify as the microscopic mechanism behind the experimentally observed

TER (5), and (v) a large magnetoelectric coupling, due to the accumulation or

depletion of spin-polarised carriers at the interface with ferromagnetic LSMO.

The connection between these e↵ects can be summarised as follows: under open-

circuit boundary conditions the electric displacement field D within the film, the

change in magnetisation at the interface �M and the interface dipole, are all

proportional (or equal) to the external ionic charge density, Q per unit surface
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S, produced by the redox processes.

8.2 Methods

The density-functional theory (DFT) calculations are performed using the

spin-polarised Wu-Cohen (WC) exchange-correlation functional (172), as im-

plemented in the Siesta code (114; 115) 1. We find GGA-WC to reproduce

bulk (214) and surface (214; 216) properties of LSMO that were calculated using

the Perdew-Burke-Ernzerhof (PBE) scheme (191); at the same time, GGA-WC

is more appropriate for ferroelectric oxides (mainly due to the improved ground

state lattice parameter over other GGA’s, for which ferroelectricity is extremely

sensitive to, see ref. (172)). The LSMO/BTO system consists of 5.5 unit cells of

LSMO (MnO2-terminated) stacked with 3 unit cells of BTO along the c direction

in a slab geometry. The supercell contains a 15 Å thick vacuum layer and has

either 2⇥2 or
p
2⇥

p
2 in-plane periodicity (see figure 8.2). The 5.5 unit cells of

LSMO are thick enough to show bulk-like features in the center, and 3 unit cells

of BTO was experimentally shown to be thick enough for ferroelectricity (5). We

use a dipole correction to simulate open-circuit boundary conditions, enforcing

zero macroscopic electric field in the vacuum layer. We constrain the in-plane

lattice parameter to experimental bulk NdGaO3 (NGO) to reproduce the exper-

imental conditions of Ref. (5); this imposes a large (3%) compressive strain on

BTO. Based on this slab geometry, we perform a number of calculations where we

vary the surface composition by introducing defects or adsorbates. In particular,

we simulate the clean TiO2-terminated surface (we shall refer to this structure as

“pristine” henceforth); one O vacancy (“O-vac”) or adatom (“O-ads”) per 2⇥2

surface cell; one H adatom (“H”) or OH group (“OH”) per
p
2⇥

p
2 cell 2. Here-

after we shall discuss the results with special regard for the presence or absence

1 Details of the pseudopotentials, numerical atomic orbitals and LSMO doping are given in

Ref. (214) and (215).
2Atomic forces were relaxed to less than 40 meV/Å.
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Figure 8.2: Cation-anion splittings, �z = zcation�zanion through the LSMO/BTO

slab (the bottom half of LSMO is not shown). The dotted lines correspond to

the average of the AO and BO2 layer anion-cation splitting for the inwards and

outwards P in bulk BTO, strained to NGO.

of ferroelectric polarisation in each case.

8.3 Discussion

8.3.1 The pristine system

Figure 8.2 shows the relaxed out-of-plane structural distortions as a function

of the surface chemical environment. The pristine system is characterised by

negligible distortions in the interior of the BTO film, suggesting the absence of

macroscopic P in this system. Only a surface rumpling is present, resulting in a
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small net inwards dipole (non-switchable) that decays rapidly towards the bulk

(a surface rumpling is a known general feature of oxide surfaces, in particular

the TiO2 termination of BTO (217; 218)). A vanishing P is consistent with

the open-circuit boundary conditions, despite the large compressive strain. In

absence of a top electrode the macroscopic electric displacement field D in BTO

is equal and opposite to the density of external surface charge. As this charge is

zero at the clean TiO2 surface, the film is constrained to a paraelectric state. It

can be illustrative to consider briefly the thermodynamics of the problem within

Landau-Ginzburg-Devonshire (LGD) theory (15; 16) (see chapter 1). The free

energy density, U , of a ferroelectric film in open-circuit boundary conditions can

be approximated as,

U = U0 + f(T, P )� ED.P , (8.1)

where U0 includes all terms that are independent of the polarisation, ED is the

internal electric field or depolarising field within the film and f(T, P ) is the LGD

bulk ferroelectric free energy density, which in simplified form can be expressed

as,

f(T, P ) = a1P
2 + a11P

4 + a111P
6, (8.2)

assuming the polarisation is fixed along the normal direction, where the coe�-

cients of the expansion are both temperature and strain dependent. In absence

of the depolarising field e↵ect (such as in closed circuit conditions and perfect

screening) and below the transition temperature, the LGB function is a double

well (since the quadratic term is negative) and the material spontaneously po-

larises. However under open-circuit conditions and in the absence of polarisation

screening the depolarising field is large, ED = �P /✏0, which adds a dominating

positive contribution to the quadratic term. The energy density function becomes

a single well for practically all accessible temperatures and strains, rendering the

material unpolarised.
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8.3.2 Chemical switching

To illustrate possible screening scenarios, we now include representative sur-

face defects 1. The O-vac and O-ads systems are both characterised by large

ferroelectric distortions (figure 8.2). These are comparable to the strained bulk,

where we calculate a spontaneous polarisation Ps=0.369 C/m2 (0.35 e/S). This

result is again consistent with the constraint that D = �Q/S. In fact, one oxy-

gen defect for every 2⇥2 unit cells (0.5 e/S) yields a larger surface charge than

what would be su�cient to screen Ps. This justifies the larger cation-anion rum-

plings that we obtain in the film compared with the bulk (figure 8.2). OH and H

adatoms (with
p
2⇥

p
2 coverage to maintain Q/S) produce distortions of similar

magnitude (figure 8.2). This confirms the generality of the ferroelectric switching

mechanism: the ferroelectric state really depends on the net surface charge, and

not on the chemical identity of the adsorbed species.

In order to study the electrochemical switching (figure 8.1 right), we com-

mence by analysing chemical switching (figure 8.1 centre). Both are controlled

by redox processes that transform bound charge into free charge, allowing for an

electronic transfer between the surface defect and the metal substrate, but have

di↵erent associated chemical sources/drains and energetics. Chemical switching

was recently shown in a system consisting of PbTiO3 on SrRuO3 (32; 33) and

BTO films on Au or vacuum (34).

To assess whether these redox reactions are thermodynamically accessible in

typical experimental conditions, we estimate the formation energy of the de-

fective systems taking the reactions: 1) Slab(pristine) ! Slab(O-vac)+1/2O2

and equivalent for O-ads, 2) 1/2H2O+1/4O2+Slab(pristine) ! Slab(OH) and 3)

1/2H2O+Slab(pristine) ! Slab(H)+1/4O2. The chemical potential of the rele-

vant molecular species is set to the calculated total energy of the spin-polarised

1 Sampling the entire phase space (redox species and density, temperature, partial pressure,

polarisation) is beyond the scope of this work, but can be done within thermodynamic theory

(see Ref. (219)).
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Table 8.1: The formation energy, Eform, of the defective systems for O2 and H2O

rich conditions (see text for definitions).

O-vac O-ads OH H

Eform (eV) +3.6 -0.4 -1.5 +0.9

molecule in a large cubic box 1. At this point we note the di�culties and vari-

ation in first principles determination of formation energies of donor/acceptor

states (see for example ref. (210)). The results are summarised in Table 8.1.

They suggests that, whilst the oxygen adatom is likely to form under oxygen-rich

conditions, the formation energy for the oxygen vacancy is possibly too high to

form even in oxygen-poor conditions. The calculated OH and H formation en-

ergies suggest that water is a very likely redox intermediate. Note that H2O is

ubiquitous in most experiments performed in air, and was recently found to play a

crucial role in AFM experiments performed on LaAlO3/SrTiO3 (76). Since both

sets of reactions involve oxygen, we therefore expect that altering the surround-

ing oxygen partial pressure would a↵ect the stability of reduction or oxidation

processes, consistent with the recently observed chemical switching (32).

8.3.3 Electrochemical switching

Now we discuss how the electrochemical processes could proceed in practice

during the AFM switching experiments of Ref. (5) (general electrochemical pro-

cesses on oxide surfaces are reviewed in Ref. (221; 222)). As schematically shown

in figure 8.1 (right), a biased tip close to contact can remove surface ions. These

would then undergo a redox reaction at the tip surface. This process is favoured

by the energy associated with the biased external circuit, �Vext, but costs an en-

1We note an alternative method to determine the oxygen chemical potential, which bypasses

the need for a first principles calculation of O2 in ref. (220).
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ergy equal to the change in binding energy of the ion to the ferroelectric surface

and to the tip surface, �Eform (this e↵ectively redefines the relevant chemical

potential). Assuming a planar geometry, the Gibbs free energy of the system can

be written as (see e.g. Ref. (219) or (223)) ,

G = tf(P ) + G(E)� �Vext +
�Eform

S
(8.3)

where t is the thickness of the film, f(P ) is the LGD free energy density (see

equation 8.2), G(E) includes terms dependent on the electric field within the film

and within the air region between film and biased tip surface and � is the den-

sity of free carriers on the tip surface. Using the electrical boundary conditions

(fixed bias) and Gauss’s law, this energy can be minimised with respect to �

and P . We find that poling can stabilise redox defects if Vext > �Eform/Q, after

which the equilibrium redox charge density, Q/S, and polarisation both grow

with Vext, from approximately Ps. This electrochemical process would then act

as a nanobattery, rather than a nanocapacitor. By controlling the environment

(species and chemical potential) and Vext, one may be also able to selectively

control the active redox reaction, potentially opening new routes to surface redox

catalysis. After removal of the tip, the surface redox density from poling can

remain, since the reverse reaction is now blocked by key reactants being removed

with the tip. This would explain the observation of Ref. (5) that the domains

are stable for a very long time after “writing”. Of course, lateral charge di↵usion

across domain boundaries (224) may still occur in principle, but kinetic barriers

are likely to hinder such processes. Therefore the bulk polarisation, Ps, is ex-

pected to be an estimate of the equilibrium polarisation after poling. We note

that unlike in the LaAlO3/SrTiO3 system where the polarisation is driving the

surface chemistry (148) (see chapter 7), in ferroelectric films we expect it is the

surface chemistry (and poling) that is driving the polarisation. This is because

the energy scale for changing the polarisation is much larger in LaAlO3 than in

the ferroelectric.
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Figure 8.3: Change in Mn magnetic moment (left), �M , near the interface (the

interface MnO2 layer is on the right). Open symbols represent the change in

3d e
g

occupation, and closed symbols the total magnetic moment. A schematic

illustration (right) of the e↵ect of O-vac and O-ads on the BTO polarisation

(arrows) and the Mn 3d e
g

occupation (blue lobes) and total Mn magnetic moment

(numbers).

8.3.4 Magnetoelectric coupling

The electronic transfer mechanism can be quantitatively estimated through

the change in magnetisation of LSMO. LSMO is a half-metal with only Mn 3d

e
g

majority spin levels around the Fermi level. As the screening carriers are

fully spin-polarised, an electronic transfer between LMSO and the BTO surface

results in a systematic change of the magnetisation near the interface. We cal-

culate the change in magnetisation from the pristine to the O-vac and O-ads

systems and to the 2OH and 2H systems, �M , as ±1.7 µB and ±1.5 µB in the

supercell, equivalent to ±0.42 e/S and ±0.37 e/S respectively (the remaining 0.1

electrons/holes stay in BTO, see section 8.5. This extra electron density (which
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corresponds to the electric displacement, D, because of the half-metallic nature

of LSMO) resides in the interface region, decaying into the electrode with an as-

sociated Thomas-Fermi screening length (see figure 8.3). This situation is similar

to the carrier-mediated magnetoelectricity already predicted at SrTiO3/SrRuO3

interfaces (225) and in LSMO/BTO superlattices (226).

In the latter it was recognised that LSMO has a magnetic phase transition

at a doping concentration of approximately 0.5, opening the opportunity for not

only a change in magnitude but also the ordering of the local magnetic moments.

To check for a similar magnetic reconstruction, the alignment of the Mn mag-

netic moments were altered from parallel to various configurations. It should be

noted that the transition to other spin alignments is expected to be disfavoured

by GGA’s. In agreement with Ref. (226) the ferromagnetic alignment was pref-

erential except for the case when BTO is polarised outwards (surface O-ads and

OH) which is very close to a ground state with interface Mn moments aligned

anti-parallel to all other bulk Mn moments (called A1 in Table 1 of Ref. (226)). A

similar magnetoelectric e↵ect has recently been experimentally realised (227; 228).

These e↵ects could be utilised for spintronics applications. By engineering the

LSMO surface with a ferroelectric capping layer, one may be able to enhance the

Curie temperature of the LSMO surface (which is lower than the bulk (229)) and

alter the interface spin density of states by switching the magnetic phase through

ferroelectric polarisation reversal.

8.3.5 Tunneling Electroresistance

We now discuss how the electrochemical switching process may lead to the

giant TER observed in the LSMO/BTO system (5). In the simplest semiclassical

approximation, TER has an exponential dependence on the tunneling barrier

shape (230). The interface dipole, and hence band o↵set (EVO = EVBM�Ef), at a

metal/ferroelectric interface depends linearly on the electric displacement field,D,

in a way that can be expressed with an e↵ective screening length (231; 232; 233),
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Figure 8.4: Top: Schematic illustration of the change in band o↵set, EVO, with

polarisation reversal. Bottom: Tunnel electroresistance (TER) vs BTO thickness.

Experimental points taken from Garcia et al. (5) (squares with dashed line fit)

are compared with a theoretical expression (230) which uses the tunneling barrier

height expected from the BTO bulk polarisation, Ps (solid line). Inset: Calculated

band o↵set against electric displacement field for the three BTO states. The

straight line fit is used to determine the band o↵set (and hence barrier height) at

±Ps for the TER plot.
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�e↵ . For LSMO-BTO we calculate �e↵ = 0.11 Å. Using the calculated values of the

band o↵set (figure 8.4 inset) and the experimental band gap of BTO, we obtain

the change in barrier height upon complete polarisation reversal (for D = ±Ps

the potential in BTO is flat, i.e. the tunneling barrier shape is rectangular),

�', and the average barrier height, '̄ = ('out + 'in)/2. These values then yield

an estimate of the TER using the exponential dependence (230) on the barrier

thickness, d, for large TER,

TER ⇡ exp

"p
2m

~
�'p
'̄
d

#
. (8.4)

Figure 8.4 compares this estimate with the experimental data (5) showing that

this simple model captures remarkably well the essential physics of TER in this

system. We note a recent study reported comparable shifts in EVO (measured

using photoelectron spectroscopy) on a similar ferroelectric/LSMO system upon

polarisation reversal (234). The origin of electroresistance e↵ects in oxide nan-

otubes has also recently been suggested as redox reactions (235). However the

redox arguments there are fundamentally di↵erent - it is proposed that the elec-

trons yielded by oxygen vacancies are directly available for conduction.

8.4 Conclusions

In conclusion we have studied an electrochemical mechanism for ferroelectric

switching in thin films and proposed it as the origin of switchable ferroelectricity,

TER and magnetoelectricity in a prototypical system. This work opens several

avenues for future research. From the experimental point of view, it would be

interesting to investigate the composition of a ferroelectric surface before and

after switching (e.g. via the AFM tip), to verify whether reduced or oxidised

gas-phase species are present (as suggested by our results). Also, this point could

be indirectly checked by performing the AFM-mediated switching experiments

in a controlled atmosphere, in analogy to the experiments of Bi et al. (76) on
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LAO/STO. From the theoretical point of view, a natural next step would be to

perform a more detailed thermodynamic analysis of the stability of a ferroelectric

surface (either pristine or decorated with adsorbates). This would involve explor-

ing di↵erent coverages, possible inhomogeneous polarisation states, and the e↵ect

of temperature and other external perturbations. We hope that our results will

stimulate further investigations along these (and possibly other) directions.

8.5 Structural details

Here we provide details of the electronic structure of the various LSMO/BTO

systems. Figure 8.5 (a)-(e) shows the spin-resolved layer-by-layer density of states

for the pristine, O-ads, O-vac, 2OH and 2H systems. As discussed in section 8.3,

the electric displacement and polarisation within BTO, D and P , and hence the

valence band o↵set, EVO, depend only on Q/S, the surface defect charge density,

and not the surface chemistry. However, as discussed in Ref. (157), this is not

strictly the case once EVO becomes negative or reaches the band gap of BTO. At

this point electrons or holes “spill out” in to the BTO layer. This “charge spill

out” regime is favoured by DFT, which often underestimates the band gap, and

therefore can be an artefact of the calculation.

In our case, due to the presence of a free surface, there is a further issue

that was not explicitly considered in (157), i.e. the e↵ect of surface states. In

many cases, these fall within the bulk band gap of the ferroelectric film, and

might cross the Fermi level of the metal, thus causing a significant spill-out of

charge even when the bulk electronic bands are not directly a↵ected. Note that

surface states in ferroelectrics typically have a marked localised orbital character

(either the atomic orbital of an adsorbate, or the 3d orbitals of the transition

metal cation). Therefore, it is reasonable to suspect that DFT might introduce

systematic errors in their ionisation energies (similarly to the energy location of

the bulk band edges discussed in (157)), and the metallisation of a surface state
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Figure 8.5 (see over)
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Figure 8.5: Spin-resolved layer-by-layer density of states centred around Ef for

the LSMO/BTO systems. Positive DOS represents majority spin, negative DOS

minority spin. Only the BTO layers (and 1 LSMO layer) are shown for clar-

ity. Panels (a)-(e) correspond to pristine, O-ads, O-vac, 2OH and 2H systems

respectively. Panel (f) shows a profile of ⇢free through the various LSMO/BTO

systems.
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8.5 Structural details

Figure 8.6: Relaxed surface LSMO/BTO structure. Top: view along the [100]

direction. Bottom: birds-eye view along the [001] direction. Only the top BTO

layer is shown for clarity. Sr (blue), Ti (cyan), O (red), O-ads (orange). Panels

correspond to O-ads, O-vac, 2OH and 2H systems respectively (left to right).

should be regarded with analogous caution (for a detailed discussion of charge

transfers at surfaces see, e.g., Ref. (29)).

Refs. (157) and (29) prescribe an analysis of the hole- and electron-like charge

spill out. Following this prescription, we determine the free electron density

profile, ⇢free, within BTO in figure 8.5(f) (using Eq. 25 and 26 of Ref. (157) and

Eq. 19 of Ref. (29) for hole spill out). Out of all the five systems, the pristine

one is una↵ected, the negatively polarised (O-vac and 2H) systems are a↵ected

by electron spill out into the conduction band, and the two positively polarised

(O-ads and 2OH) ones are a↵ected by hole spill out into surface states (see figure

8.5). In both O-vac and 2H ⇢free amounts to approximately 0.03 electrons per

unit cell of BTO , which is a fairly mild e↵ect (compare with approximately 0.15

electrons per unit cell in the KNO/SRO system of Ref. (157)). In the case of

O-ads and 2OH, the surface O(2p) states accommodate a total of approximately

0.1 holes per surface perovskite unit (figure 8.5(f)). Of course, estimating to

what degree this charge spill is problematic, depends not only on the magnitude
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8. CHEMICAL AND ELECTROCHEMICAL FERROELECTRIC
SWITCHING

but also the purpose of the calculation. The charge spill out induces an error

in two quantities that are discussed in this work: the total injected charge into

the LSMO electrode, and the band alignment. Considering the total injected

charge, the impact of this error is trivial to estimate. In fact, 0.03 electrons per

cell times N , number of BTO cells, corresponds exactly to the di↵erence between

the actual induced spin in LSMO and the “ideal” limit of 2 Bohr magnetons per

cell. This observation can be directly used to estimate the error in the calculated

band o↵set. In fact, we can assume in a first approximation that the band o↵set

is linear in the electric displacement of the BTO cell adjacent to the interface,

Dinter. Using the above numbers for the O-vac system,

Dinter = 2e/S � 0.03e(N/S) = M/S = 1.7e/S, (8.5)

where M is the induced spin, and S is the supercell surface area (or reciprocal

of the defect density). This provides an accurate estimate of the actual electric

displacement “felt” by LSMO. Using this information, therefore, we can make

a very accurate estimation of the linear band o↵set dependence with D. We

used this analysis to make the plot shown in figure 8.4 inset of the main text.

Therefore, whilst we understand the limitations of DFT, in this case they do not

a↵ect significantly our conclusions.

Figure 8.6 displays the relaxed atomic structures of the BTO surface with

O-ads, O-vac, 2OH and 2H.
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Chapter 9

Conclusions and outlook

The objectives of this thesis were summarised by the following questions in

the introduction: (i) can the polarisation of LAO be utilised further to create new

electronic properties? (chapter 5), (ii) since interfaces between centrosymmetric

materials can be charged, are there other symmetries in di↵erent materials which

also allow polar surfaces? (chapter 6), iii) are defects instead likely to play a

role in the origin of the 2DEG at the LAO-STO interface? (chapter 7), and (iv)

can these polarity arguments and screening models also apply to the prototypical

polar materials - ferroelectrics? (chapter 8). In each chapter we provide evidence

to suggest the answer to each question is indeed ‘yes’. Perhaps the most important

conclusion resulting from this thesis is, arguably, that even very simple models

for electrostatics and energetics can provide important understanding, along with

experiment, for fundamental processes at interfaces between materials.

Since the origin of the LAO-STO interface 2DEG, a key subject of this the-

sis, has been heavily debated in the literature, I would like to briefly note my

perspective on the topic. The reason for the ongoing debate is clear - there is

experimental evidence for all four possible origins (intrinsic polar catastrophe,

surface redox defects, intermixing and STO vacancies). It is also quite possible

that more than one mechanism is involved at once, or under di↵erent experimen-

tal conditions. Clearly more e↵ort from both theory and experiment is needed,
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9. CONCLUSIONS AND OUTLOOK

especially combined systematic studies making use of all possible techniques. For

example a concentrated study on the e↵ect of growth parameters, combined with

transport and spectroscopy measurements on the same samples could clarify the

issue. In my opinion, the mechanism which conflicts the least with all available

data, and agrees at least qualitatively with a large proportion of experiments,

is that of 2DEG formation via the formation of surface redox defects, stabilised

through the field in LAO. The strongest evidence in favour of this is the 2DEG

dependence (from both transport and spectroscopy measuremnets) on the LAO

thickness and oxygen partial pressure, as well as the observation of the writing

of surface charge during biased AFM tip field e↵ect measurements.

The specific conclusions and suggestions for further study that have been

drawn in this thesis are summarised below.

Oxide superlattices with alternating n and p interfaces

• Density functional theory (DFT) calculations find an insulator to metal

transition (IMT) in pristine LAO-STO superlattices with increasing layer

thickness, producing two-dimensional electron and hole gases at alternating

interfaces.

• The electrostatic potential from the DFT calculations agrees remarkably

well with a model of capacitor plates, taking precisely ±0.5 electrons per

two-dimensional unit cell at alternating interfaces within the insulating

regime.

• This net charge is exactly what one obtains by taking formal charges of

the ions, irrespective of covalency, which is argued to be correct within the

framework of the modern theory of polarisation by taking ion cores and

Wannier centres for the electrons.

• Once the potential drop coincides with the band gap at the critical thick-

ness, electrons transfer from the p to the n interface, pinning the potential
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drop.

• Since the IMT is sensitive to the polarisation and dielectric response of

each layer, we predict that by utilising epitaxial strain and the paraelectric-

ferroelectric phase boundary in STO, a piezoresistance e↵ect may be found,

as confirmed by additional DFT calculations.

• These oxide systems are argued to be a promising opportunity to observe

the so-far elusive excitonic insulator.

• Suggestions for further study:

– The e↵ect of the typical oxygen octahedra rotations found in many

perovskites such as LAO is usually ignored in the literature of LAO-

STO, since it is not thought to a↵ect the dielectric response or the

polarisation of LAO. Rotations have been experimentally observed in

the LAO film (236), which penetrate into the STO surface, and it could

find some surprises on the theoretical front.

– The possible polaronic e↵ects of the 2DEG hinted by experiment (81),

have not yet been fully investigated theoretically.

– Further theoretical and experimental investigation into excitonic prop-

erties of oxide superlattices is needed.

Proposal of a one-dimensional electron gas in the steps at

the LaAlO3-SrTiO3 interface

• Vicinal LAO (001) surfaces with steps of 1 unit cell in height (as observed

in most grown samples) are argued to a↵ect the surface net charge. This

is due to a charge density at the step edge, in addition to the terrace,

of magnitude ±0.5 electrons per two-dimensional unit cell. An equivalent

picture takes the component perpendicular to the stepped surface of the

formal polarisation of LAO.
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9. CONCLUSIONS AND OUTLOOK

• The electrostatics of the stepped interface are studied with a capacitor

plate model, supported by DFT calculations, showing an alteration of the

interface carrier density with miscut angle.

• A one-dimensional electron gas is predicted for small miscut angles and a

LAO thickness near the pristine critical.

• Suggestions for further study:

– This prediction welcomes both experimental and theoretical attempts

for the search of the 1DEG and, if found, the properties of the 1DEGs.

– It remains to be seen whether excitonic properties can be found in oxide

superlattices with 2D electron hole gases, but it would be interesting

to see whether the change in dimensions to 1D electron and hole gases

could a↵ect possible excitonic e↵ects.

Polarisation classes of two-dimensional honeycomb com-

pounds

• The formal polarisation in two-dimensional II-VI, III-V and IV-IV honey-

comb compounds is found to be equivalent to that of taking the formal ionic

charge of each species, irrespective of covalency.

• Due to the three-fold rotational symmetry, we formulate three distinct

classes of honeycomb compounds based on their polarisation.

• Interfaces between materials from di↵erent classes are charged, and an elec-

tronic screening mechanism not dissimilar to that observed in oxides (see

chapter 4) is found beyond a critical thickness.

• The result is one-dimensional electron and hole gasses at alternating inter-

faces, which in some cases are predicted to be half-metallic.

• Suggestions for further study:
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– Axial epitaxial strain (and many other types for example sheet bend-

ing) removes the three-fold rotational symmetry in these honeycomb

compounds, potentially inducing a non-trivial electronic polarisation

component on top of the one mentioned above. These piezoelectric (or

flexoelectric) properties would be an interesting area of research.

– The stray field in these honeycomb superlattices could be potentially

utilised to modulate the carrier density of a graphene sheet lying par-

allel.

Surface defects and conduction in polar oxide heterostruc-

tures

• A model for the formation of surface redox processes, specifically surface O

vacancies, in polar thin films is presented and applied to the LAO/STO sys-

tem as a potential mechanism for the origin of the two-dimensional electron

gas.

• The process is favoured with increasing film thickness through the e↵ect of

the electric field within the film, and the growth of the equilibrium density

of related surface defects with thickness is predicted past a critical minimum

thickness. This is in excellent agreement with first principles calculations

and in reasonable agreement with experimental measurements of Ti 3d oc-

cupation.

• The potential drop across the film does not change substantially with thick-

ness once vacancies start to appear in agreement with XPS measurements.

• The onset for conduction is predicted to be at a higher film thickness than

the one for interfacial carrier population, due to trapping of the electrons

in the potential generated by the vacancies for thin films.

• Suggestions for further study:
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9. CONCLUSIONS AND OUTLOOK

– Direct experimental observation of the surface composition of the LAO

surface as a function of thickness and atmospheric environment would

be very enlightening as to whether surface processes are at play.

– Recent PFM and electrochemical strain microscopy experiments on

LAO-STO suggest a PFM-like response. The removal of surface oxy-

gen ions with the biased tip could be potentially one possible expla-

nation. Further modelling and experiments will be required to under-

stand these processes.

– The 2DEG at the LAO-STO interface has only been reproduced with

a few polar films other than LAO (such as LaGaO3 and DyScO3).

Much is to be done to confirm the generality of the mechanism as

originating in the polarity, and not anything else (such as intermixing

or STO vacancies).

Chemical and electrochemical ferroelectric switching

• First principles calculations show that an ultrathin BaTiO3 film on a

La0.7Sr0.3MnO3 (LSMO) bottom electrode does not allow for a ferroelectric

polarisation normal to the surface despite large compressive strain, in the

absence of surface external charges.

• A non-zero polarisation is crucially dependent on the presence of external

ionic charges at the surface, in the form of defects or adsorbates. The ener-

getics for the formation of several representative processes support chemical

and electrochemical switching models.

• The first principles calculations show a systematic change in interface band

o↵set with screening charge density, which we identify as the microscopic

mechanism behind experimentally observed giant tunnelling electroresis-

tance.
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• The calculations also show a large magnetoelectric coupling due to the

accumulation or depletion of spin-polarised carriers at the interface with

ferromagnetic LSMO upon BTO polarisation reversal.

• Suggestions for further study:

– Direct experimental observation of the surface ferroelectric composi-

tion after switching would verify whether reduced or oxidised gas-phase

species are present, as predicted.

– The growth of SrTiO3 and BaTiO3 thin films on Si surfaces is be-

coming a popular field of research for potential ferroelectric field e↵ect

transistors. The ferroelectric stability of these thin films in air will

also be related to surface defects, as highlighted here.

– The LSMO electrode is a highly studied material with a complex phase

diagram. Understanding the structural, electronic and magnetic prop-

erties of the bare LSMO surface is a challenging but important step.
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E. Jacquet, J. Maurice, B. Vinter, S. Fusil, K. Bouzehouane, H. Ja↵rés,

and A. Barthélémy, “Towards Two-Dimensional Metallic Behavior at

LaAlO3/SrTiO3 Interfaces,” Phys. Rev. Lett. 102, 216804 (2009). 22

[80] T. Fix, F. Schoofs, J. MacManus-Driscoll, and M. Blamire, “Charge con-

finement and doping at LaAlO3/SrTiO3 interfaces,” Phys. Rev. Lett. 103,

166802 (2009). 22

146



BIBLIOGRAPHY
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