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Chapter 1

Introduction

1.1 Electron Energy Loss Spectroscopy

Many modern Scanning Transmission Electron Microscopes (STEMs) are �tted with spec-

trometers which allow the energy lost by the electrons as they pass through the sample to

be measured as an Electron Energy Loss Spectrum (EELS) with a resolution, at present, of

about 0.3eV| see Figure 1.1 for a description of such a microscope

1

. Through the scanning

nature of these microscopes, a very �ne beam of electrons (�1

�

A) can be moved around the

sample, allowing spectral properties to be measured at an atomic spatial resolution [6,68].

Electron Energy Loss Spectroscopy probes the unoccupied electronic states of mate-

rials [27]. Energy is lost as transitions are made between the valence states and the un-

occupied conduction band states, giving rise to what is known as Low Loss spectra. Or

transitions may take place from tightly bound core states, producing the Energy Loss Near

Edge Structure (ELNES) at the onset of the transitions and Extended Energy Loss Fine

Structure (EXELFS) at higher energies. Figure 1.2 summarises these transitions. Knowl-

edge of the spectral properties (i.e. the variation with energy and symmetry) of these

states is important in several ways. Since the local potential directly e�ects the energy

distribution of the electronic states the spectral properties are a �ngerprint of the local

structure (local since the focussed beam of electrons in a STEM forms a local probe). The

unoccupied states also give indirect access to the occupied states, and hence to information

about the bonding energetics [67]. Finally, since they dictate the electronic | e.g. opti-

cal and transport | properties of the system, direct observation of the unoccupied states

themselves is of interest.

1

With thanks to Brian Ra�erty

1
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Figure 1.1: Schematic description of a Scanning Transmission Electron Microscope

With the development of computer power and theoretical tools the interpretation of

ELNES can be taken beyond the �ngerprint level through detailed calculation. If these

calculations are well controlled they can demonstrate clearly the degree to which the energy

loss spectra are predicted by a given level of theoretical approximation. If theory and

experiment do not agree, the theory is then proved to be incomplete and must be developed

further. Once a model of the spectra has been developed it may be used as an aid to

intuition or as a quantitative tool in the interpretation of experimental results. In this

thesis a scheme for the ab initio calculation of ELNES is presented, building on earlier work

by Brohan [15], based on a Density Functional Theory (DFT) planewave pseudopotential

total energy code | CASTEP [73].
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Figure 1.2: Pictorial representation of the energy loss process | in fact the results of an

all electron calculation for Diamond. Blue denotes occupied states, and red unoccupied.

1.2 Energy Loss Near Edge Structure

The focus of this thesis is on the ELNES region of the energy loss spectrum. For a fast

incident electron which loses an energy E and momentum q the di�erential cross section

can be related to the imaginary part of the dielectric function, which within the single

particle approximation is given for a periodic system by:

"

2

(q; E) =

4�e

2


q

2

X

n;k

jh 

n

k

je

iq:r

jcij

2

�(E

c

k

� E

1s

� E); (1.1)

where jci is a core state and 
 is the unit cell volume. In the scheme to be described in this

thesis the �nal states and energies | j	

n

k

i and E

n

k

| derive from an ab initio electronic

structure calculation. The sum is over k within the �rst Brillouin zone and unoccupied

bands n, i.e. all �nal states. The two main requirements for the calculation of ELNES

within this scheme are the evaluation of the density of states (DOS) term and the transition

matrix elements. The theory behind the calculation of ELNES at this level of theory is

described in detail in Chapter 2.
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1.3 The planewave pseudopotential approach

In order to calculate the �nal electronic states and energies that appear in Equation 1.1 a

DFT planewave total energy code (CASTEP) is used [73]. It is based on DFT within the

Local Density Approximation. A planewave basis set and periodic boundary conditions

are used (and hence summations over all states become sums over bands and an integra-

tion over the �rst Brillouin zone). Non-local pseudopotentials are used to overcome the

computational problems associated with the rapidly varying wavefunctions within the core

regions of the atoms. The technique is reviewed further in Chapter 2.

1.4 Brillouin zone integration

In order to calculate the ELNES to high accuracy the Brillouin zone integrations must

themselves be performed accurately. In this thesis a highly e�cient Brillouin Zone inte-

gration scheme is developed which requires a very low k-point sampling. It will be shown

that it is important to use an extrapolative approach, since interpolative ones are hindered

by band crossing at low sampling densities, introducing spurious singularities in the DOS.

The information for the extrapolation is obtained using k.p perturbation theory to second

order (thus the correct analytic behaviour at van Hove singularities is obtained) within a

set of sub-cells into which the Brillouin zone is divided (e�ciently chosen to make full use of

symmetry at low sampling densities). Some corrections to the k.p expansion are required

for the use of non-local pseudopotentials. The resulting piecewise quadratic representation

of the bandstructure is converted directly to a DOS using the analytic quadratic approach

of Methfessel [62]. This scheme is described in greater detail in Chapter 3.

1.5 ELNES matrix elements

In the pseudopotential approximation the core states are not explicitly calculated, and the

pseudowavefunctions di�er from the true wavefunctions within a radius r

c

from the nucleus

(r

c

is typically of the order of 0.5

�

A). In order to evaluate the matrix elements the initial

core states are taken from all electron calculations for isolated atoms | consistent with

the frozen core approximation on which the pseudopotential approximation is based. In

practice the dipole approximation is taken, but it is shown that it is straightforward to go

further in this formalism. The matrix elements are then directly evaluated and corrected
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for the deviation of the pseudowavefunction from the true wavefunction within r

c

using

the Projector Augmented Wave approach of van de Walle and Bl�ochl [25]. In this way the

matrix elements are evaluated quantitatively, resulting in an absolute prediction for the

cross-section. This is in contrast to many previous bandstructure approaches to predicting

the ELNES, which typically employ a straightforward local symmetry projection of the

DOS [102].

1.6 Single particle core hole e�ects

The \single particle" core hole e�ects arise from the un-screening of the nuclear charge as

an electron is excited from a localised core state. In a metal this potential is almost entirely

re-screened and there is very little e�ect due to the core hole. In an insulator the screening

of the hole by the valence electrons is only partially achieved. Physically, the excited atom

can be thought of as an impurity in the material, with an associated distortion of the

electronic structure (and no atomic relaxation on the time-scale of the excitation). In fact,

impurity models | such as the Clogston-Wol� model | have been used to model core hole

e�ects in systems where the screening is almost complete and hence the impurity potential

di�ers only slightly from the unperturbed one. Weijs [100] studied the core hole e�ects in

the X-ray absorption spectra of transition metal silicides in this way.

For many systems, the hybridisation of the unoccupied orbitals due to core hole poten-

tial cannot be treated perturbatively, and the e�ects must be calculated explicitly. Within

a bandstructure approach, this is achieved by performing a supercell calculation in which

there is a single excited potential in each cell. The spectra is then evaluated for that excited

atom. The supercell must be made large enough that the neighbouring excited potentials

do not interact with each other. Such calculations have previously been performed for

Diamond [59] and Graphite [1] . In this thesis, while continuing to work within the pseu-

dopotential approximation, the more common Z+1 approximation to the excited atom is

improved upon by generating a special pseudopotential with partially occupied core states.

K-edges for Diamond, Graphite and cubic Boron Nitride are calculated and presented

in Chapter 5. It will be shown that the inclusion of single particle core hole e�ects (through

the supercell approximation) brings signi�cant improvement to the calculated spectra in

all these cases.
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1.7 Previous approaches to the calculation of ELNES

Rez et al [81] present a review of the various theortetical and computational techniques

currently available for the calculation of near edge structure. A summary of the hierarchy

they established is shown in Table 1.1. Including the core hole e�ects, the planewave

pseudopotential approach described in this work sits at the top of this hierarchy. While

Rez et al claim that bandstructure methods will fail at higher energies due to \convergence

problems", this work will demonstrate that the planewave pseudopotential approach shows

extremely good agreement with experiment up to 60eV above the threshold (see Figure

5.11). Rez et al also expect that modi�cations due to core hole e�ects will be restricted

to within �0.5eV of the threshold. However, the results presented in Chapter 5 show the

core hole to have e�ects to relatively high energies, well into the conduction band.

1.8 Optical properties

While the focus of this work is primarily on high energy core loss spectra | the ELNES |

it has proved natural to extend the techniques developed to the calculation of the optical

properties of insulators. These optical properties are determined by transitions from the

occupied valence to unoccupied conduction band states | the same as for the low loss

region of an electron energy loss spectrum (see Figure 1.2). Appendix C is a self contained

description of the calculation of the optical properties.

1.9 Summary

This thesis will show that ELNES can be calculated within the framework of a total energy

pseudopotential code. The description of the wavefunctions in terms of planewaves allows

the straightforward direct evaluation of the transition matrix elements, and corrections for

the pseudopotentials can be included. Some of the computational expense of the technique

is o�set by e�cient Brillouin zone integrations, and the importance of including the core

hole is demonstrated. It is hoped that such a scheme, in concert with the structure pre-

diction of these ab initio techniques will prove to be a powerful tool in the investigation of

microstructure.
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Theory Methods Features

I Atomic calculation atomic multiplet [96],

multicon�gurational

Dirac Fock (MCDF)

basic edge shapes, L2,3 ra-

tio, multiplet �ne structure,

crystal �eld splitting can be

included

II Single scattering EXAFS and EXELFS

methods [92]

reections from neigh-

bouring atoms, describes

extended structure above

�50eV

III Multiple scattering XANES methods [26] multiple reections, not

self-consistent, poor de-

scription of threshold

IV Self-consistent band theory mu�n tin |

augmented plane

wave (APW) [9],

augmented spherical

wave (ASW) [37, 100],

Korringa-Kohn-

Rostoker (KKR) [58]

. . .

self-consistent potentials,

all electron, directly in-

terpretable local angular

momentum resolved DOS

pseudopotential |

pseudo-atomic

orbital [102] and

planewave [15]

pseudo-atomic orbitals give

direct interpretation of

DOS, but the inadequate

basis leads to failure at

high energies. Planewaves

are discussed in the current

work

V Inclusion of core e�ects See Chapter 5

Table 1.1: Hierarchy of the approaches to the calculation of near edge structure |

following Rez et al [81]



Chapter 2

The theory of Electron Energy Loss

Spectroscopy

In this chapter the theoretical background to the calculations performed in the remainder

of this work is presented. As discussed in the introduction, the aim is to calculate how

energy is lost by fast incident electrons as they are passed though thin samples in Scanning

Transmission Electron Microscopes. In particular the transitions from core levels into the

empty lower conduction band states will be examined | giving rise to the Energy Loss

Near Edge structure (ELNES).

In Section 2.1 an expression for the inelastic cross section is presented and its relation-

ship to the single particle electronic states is discussed. Section 2.2 describes the Density

Functional Theory (DFT) based total energy pseudopotential approach to the evaluation

of these single particle states. Finally, Section 2.3 examines the interpretation of the single

particle states and their use in the calculation of the ELNES.

2.1 Cross section for inelastic electron scattering

In Electron Energy Loss Spectroscopy (EELS) high energy (E � 100keV) electrons are

passed through thin samples. These electrons scatter in a variety of ways. The elastically

scattered electrons are collected to form high magni�cation images of the sample. However,

some of the electrons will lose a large amount of energy on their passage through the sample.

The Coulomb potential of the fast electron causes excitations amongst the electrons in the

sample. A spectrometer (see Figure 1.1) separates the transmitted electrons according to

their energy loss, and the number of electrons counted for each energy loss is measured

8
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and used to produce a spectrum.

2.1.1 The inelastic scattering geometry

Figure 2.1 illustrates the scattering geometry for an electron of well de�ned incident energy

E

o

and momentum k

o

. As the electron passes through the sample it scatters through an

angle �, losing an energy �E and momentum q. The momentum transfer can be broken

down into components parallel and perpendicular to the incident direction, as shown in

the diagram. Since the relevant length-scale for atoms in solids is 1

�

A, the corresponding

relavent momentum transfers will be of order 1

�

A

�1

. For 100keV electrons k

o

� 200

�

A

�1

,

which is much larger than q. Since, in these circumstances, q

?

can be approximated by

k

o

�, collection angles should be of the order of 1

�

A

�1

/200

�

A

�1

� 5 mrad which is indeed the

case experimentally. The important point is that, by changing the scattering geometry, the

momentum transfered to the sample during the energy loss process can be altered | hence

the measurements become a function of the momentum transfer. However in the actual

experimental arrangement, neither the incident nor collected scattered electrons are single

planewaves. In the case of the STEM the incident electron is formed into a probe localised

transversely to approximately atomic dimensions. Hence, the probe will contain transverse

momentum components of the order of 1

�

A

�1

. Also, a single planewave component is never

collected | an integration over a range of angles, and hence momenta, is performed by the

detector. The details of these integrations have been worked out [16] and are not considered

further here, where the focus is on the underlying quantum mechanical excitations.

2.1.2 The partial di�erential cross section

In an EELS measurement it is the partial di�erential cross section

d

2

�

d
dE

that is measured

| the fraction of the incident electrons which are scattered into a solid angle d
 having

lost an energy between �E and �E + dE. This cross section can be expressed in terms of

the macroscopic dielectric function "

M

(q; !) [76].

d

2

�

d
dE

=

1

(�ea

o

)

2

1

q

2

Im

(

�1

"

M

(q; !)

)

(2.1)

As mentioned above, an actual measurement will involve an integral over a range of solid

angles. The quantity Im f�1="

M

(q; !)g is known as the loss function, since it provides

information about the energy loss process for an electron. This quantity is introduced
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Figure 2.1: Scattering geometry of an electron energy loss event

again in Appendix C, where the focus is on the lower energy excitations of the electrons,

while here we concentrate on the higher energy core loss excitations.

2.1.3 The dielectric function

The dielectric function "(q; !) describes the linear response of an electronic system to

an applied external electric �eld. The real part Ref"(q; !g = "

1

(q; !) is related to the

polarisability of the system, while the imaginary part Imf"(q; !)g = "

2

(q; !) describes

real electronic transitions. Ehrenreich and Cohen [28] derived the following expression for

the dielectric function in terms of the single particle states of the system j�i:

"(q;q;!) = 1�

4�e

2

q

2




X

�;�

0

f(�)� f(�

0

)

�h! � E

�

+ E

�

0

+ i�

�

�

�h�je

�iq:r

j�

0

i

�

�

�

2

; (2.2)

where f(�) is the Fermi-Dirac distribution function and 
 is the volume. One can use

the relation 1=(x + i�) = P (1=x) � i��(x) to obtain the imaginary part of the dielectric

function:

"

2

(q;q;!) =

4�e

2

q

2




X

�;�

0

(f(�)� f(�

0

))�(�h! � E

�

+ E

�

0

)

�

�

�h�je

�iq:r

j�

0

i

�

�

�

2

(2.3)
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The imaginary part of the dielectric function is therefore given by a joint density of states

(JDOS) weighted by the appropriate matrix elements, h�je

�iq:r

j�

0

i, which give rise to the

selection rules for the transitions.

2.1.4 Core-level excitations

Figure 1.2 illustrates the distinction between low loss excitations between the valence and

conduction band states (see Appendix C) and those from the tightly bound core states. In

both cases the �nal states are the same | the energy of the excitations being determined

by the initial states. A threshold occurs at an energy given by the di�erence between the

core state concerned and the lowest unoccupied state accessible from that particular core.

Since di�erent core states are often well separated in energy, most thresholds are also well

separated. It is usual to consider a single threshold at a time.

Since, Imf�1="g = "

2

=("

2

1

+ "

2

2

) and at high energies "

1

is close to unity (there is no

polarisation response at such high frequencies) while "

2

is small, the loss function can be

written as [31]:

Im

(

�1

"(q; !)

)

= "

2

(q;q;!) =

4�e

2

q

2




X

�

�

�

�h�je

�iq:r

jci

�

�

�

2

�(�h! � E

�

+ E

c

); (2.4)

where jci is a core state on the site of interest, and j�i is the unoccupied �nal state,

and E

c

and E

�

are the respective energies of the states. In principle, as in Equation 2.3,

the loss function is dominated by a joint density of states. But, the core states, being

so tightly bound, are almost entirely non-dispersive (indeed, if they were dispersive they

could hardly be termed core states). So, the loss function in fact measures the weighted

unoccupied density of states | the Energy Loss Near Edge Structure (ELNES). The matrix

element h�je

�iq:r

jci, hereafter known as the ELNES matrix element, is discussed further

in Chapter 4.

2.1.5 Beyond the single particle approximation

So far we have ignored any e�ects on the ELNES beyond the single particle approximation.

There can be strong many-body e�ects due to the coupling of the core hole created on the

excitation of an electron, and the �nal states (the so called multiplet structure [103]).

Weaker, \single particle" core hole e�ects manifest themselves as a modi�cation of the

threshold. If these e�ects are weak they can be straightforwardly modelled in a perturbative
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approach. However, if the e�ects are stronger the core hole must be explicitly taken into

account in the theoretical calculation. Chapter 5 shows how moderate core hole e�ects

may be taken into account.

2.2 The planewave pseudopotential method

In this section the problem of evaluating quantum mechanically the ground-state electronic

density and total energy of a system of interacing electrons for a given nuclear con�guration

is discussed. While the core of the methodology is presented here, more detailed reviews

can be found in Jones and Gunnarsson [47] (on the Density Functional formalism) and in

Payne et al [73] (on its applications to �rst principles molecular dynamics).

2.2.1 The many-body Schr�odinger equation

The behaviour of a system of N electrons can be predicted simply by solving the Schr�odinger

Equation for the system:

^

H	 = E	 (2.5)

The problems arise in attempting to solve this equation. 	 is the many-body wavefunction

and is an anti-symmetric (to satisfy the Fermi statistics of electrons) function of the electron

co-ordinates fr

i

: i = 1; Ng, and the Hamiltonian,

^

H, is given by:

^

H = �

�h

2

2m

X

i

r

2

r

i

+ V

ext

(fr

i

g) + V

e�e

(fr

i

g) (2.6)

The eigenvalue E is the total energy of the system, essentially determined by the external

potential V

ext

which describes the Coulomb interaction between the electrons and a given

con�guration of nuclei. The term V

e�e

gives the electron-electron Coulomb interaction,

and it is this term which introduces the coupling between the electronic co-ordinates, and

precludes a straightforward separation of the many-body wavefunction which would make

the solution of the problem very simple computationally.

2.2.2 Density Functional Theory

In Section 2.2.1 it was noted that the term V

e�e

in the Schr�odinger Equation introduces

a coupling between the electronic co-ordinates of the many electrons in the system. This
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coupling is often referred to as \correlation" | as an electron moves the other electrons

feel its Coulomb potential, experience a force and move in response. Hence the motion of

the electrons is correlated. Although the physics is straightforward, the mathematics of the

problem becomes intractable for all but the simplest systems. A step towards the solution

of this problem was made by Hohenberg and Kohn [42]. They introduced the concept of

the electronic density n(r) as a basic variable, within the framework of density functional

theory (DFT). They showed that the ground-state total energy E could be written as a

functional of the ground-state electronic density,

E[n(r)] = F [n(r)] +

Z

V

ext

(r)n(r)d

3

r: (2.7)

where F [n(r)] is a universal functional, so that it is V

ext

(r) which uniquely describes any

particular physical system. Hohenberg and Kohn also showed that the density which

minimised E in Equation 2.7 is the ground-state density. Unfortunately the functional is

not known, and hence DFT is of little use in this form.

A practical scheme for DFT calculations became possible following the work of Kohn

and Sham [51]. They chose to write the density in terms of a set of orthonormal functions,

one for each of the N electrons in the system.

n(r) =

N

X

i=1

j�

i

(r)j

2

(2.8)

F [n(r)] is separated into three terms:

F [n(r)] = T

S

[n(r)] + E

H

[n(r)] + E

XC

[n(r)]; (2.9)

where T

S

is the kinetic energy term,

T

S

=

X

i

�h

2

2m

Z

�

�

i

r

2

�

i

d

3

r: (2.10)

This is not equal to the true electronic kinetic energy for the system, but it is of similar

magnitude and most importantly it can be computed exactly. It is known as the non-

interacting kinetic energy. Previous approaches to approximating the functional F [n(r)]

(e.g. that of Thomas-Fermi [47]) attempted to approximate the kinetic energy purely in

terms of the density. These approaches failed, since the kinetic energy makes up large part

of the total energy, and the approximations used did not give an accurate enough value
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for the kinetic energy. The term E

H

in Equation 2.9 describes the Coulomb energy of

the electron density n(r), which is the same as the electron-electron energy in the Hartree

approximation:

E

H

=

1

2

Z Z

n(r

0

)n(r)

jr

0

� rj

d

3

rd

3

r

0

: (2.11)

Thus far the terms in the total energy have been de�ned to be exact. E

XC

describes the

rest of the contributions to the total energy, making up the di�erence between T

S

+ E

H

and the true functional F . It is known as the exchange-correlation energy, and is the

only quantity that is approximated in the Kohn-Sham approach. The most common, and

straightforward, approximation to E

XC

is the local density approximation (LDA). Within

the LDA, E

XC

is written as,

E

XC

=

Z

�

xc

(n(r))n(r)d

3

r; (2.12)

where �

xc

(n) is the exchange-correlation energy per unit volume of a homogeneous electron

gas with a density of n. Monte Carlo total energy calculations have been performed for uni-

form electron gases at a variety of electron densities, and by subtracting T

S

and E

H

(which

can both be straightforwardly evaluated), �

xc

can be extracted and parameterised [19,74].

Given that this parameterisation is based on data for homogeneous charge densities, the

LDA might be expected only to be strictly valid for systems in which the charge density is

slowly varying, which is clearly not the case in a general covalently bound solid. However,

experience has shown the LDA to be a very good approximation for a wide variety of sys-

tems in the solid state. This success can be attributed to the fact that the LDA adheres to

the sum-rule for the exchange correlation hole [38]. It was the failure to ensure that this

sum-rule was satis�ed which initially caused many supposed improvements to the LDA to

fail. Now generalised gradient approximations (GGA) have been developed which obey the

sum rule and provide better descriptions of weak molecular bonds than the LDA [48, 75],

however in this thesis calculations are performed exclusively within the LDA.

Having set up the formalism of Kohn and Sham, its practical implementation is now

examined. Through Equation 2.8, the functional E[n] has now been expressed in terms

of a set of functions f�

i

(r)g, thus minimising E[n] with respect to this set, subject to the

constraint that they remain orthonormal leads to the set of equations:

�

�h

2

2m

r

2

�

i

+ V

H

�

i

+ V

ext

�

i

+ V

xc

�

i

= "

i

�

i

; (2.13)
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where,

V

H

=

�E

H

�n(r)

; (2.14)

and,

V

xc

=

�E

XC

�n(r)

: (2.15)

These equations are known as the Kohn-Sham equations and it can now be recognised what

role the set f�

i

(r)g is to play. The Kohn-Sham equations clearly resemble non-interacting

single particle Schr�odinger equations | the f�

i

g being eigenstates and the Lagrange mul-

tiplier "

i

the corresponding eigenvalues. Thus the many-body problem described in Section

2.2.1 has been mapped to one of a system of non-interacting single particles. These single

particle states will be interpreted in Section 2.3, and will turn out to be the states required

in the evaluation of the inelastic cross section. The potentials V

H

and V

xc

depend on

the charge density which, through Equation 2.8, depends of the Kohn-Sham eigenstates.

Hence, the Kohn-Sham equations must be solved self-consistently | the potential and the

resulting charge density must be consistent.

2.2.3 Periodic Boundary Conditions

For many years the electronic structure community focussed primarily on the properties of

perfect crystalline solids. This has lead to the use of periodic boundary conditions in many

electronic structure methods | as in the case of the total energy pseudopotential method.

The use of periodic boundary conditions, through Bloch's Theorem (see below) allow the

treatment of the very large number of electrons in a crystal. As solid state physicists

have moved to the study of less perfectly ordered systems, periodic boundary conditions

| although no longer strictly valid | have not been abandoned. They permit the use of

the highly desirable planewaves basis (see Section 2.2.4) and give the choice as to whether

the various terms in Equation 2.13 should be evaluated in real or reciprocal space [46].

However, to study such problems, aperiodicity must be approximated within the supercell

approach.

Bloch's theorem

For a one-electron Hamiltonian | for example that in Equation 2.13 | if the potential

has a lattice periodicity (i.e. U(r) = U(r+R) for all R where R is a lattice vector), then
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Adsorption on SurfacePoint Defect

Figure 2.2: The supercell approximation|the modelling of aperiodicity within periodic

boundary conditions.

the eigenstates of the Hamiltonian can be written as:

	

n

k

(r) = e

ik:r

u

n

k

(r); (2.16)

where u

n

k

is a cell periodic functions such that u

n

k

(r) = u

n

k

(r+R) for all lattice vectors R.

This implies that:

	

n

k

(r+R) = e

ik:R

	

n

k

(r) (2.17)

On substituting 	

n

k

(r) into Equation 2.13 a new set of eigenequations for u

n

k

(r) is found, one

for each value of the continuous variable k. The problem of solving for an in�nite number of

electrons has become one of calculating for a �nite number of bands at an in�nite number

of k-points [2]. However, as will be discussed in Chapter 3, physical properties are expected

to be smoothly varying functions of k and hence many integrals can be well approximated

by a �nite sampling of k [3, 20, 21, 65, 70].

The supercell approximation

The application of periodic boundary conditions forces periodicity on the system studied.

This is signi�cant, since many applications of electronic structure calculations are on sys-
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tems which do not have full three dimensional translational symmetry | for example the

study of defects, impurities or even the interaction of molecules and surfaces. In the super-

cell approximation, aperiodic systems are approximated by enclosing the region of interest

in either bulk material (for a defect) or vacuum (for a molecule) and then periodically

repeating this cell throughout space | see Figure 2.2. The supercell must be large enough

for the �ctitious interactions between neighbouring cells to be negligible. In Chapter 5, the

treatment of core holes (which break the translational symmetry of even a perfect crystal)

will be carried out using supercells.

2.2.4 The planewave basis set

In order to solve the eigenvalue problem of Equation 2.13 numerically the eigenstates f�

i

g

must be represented by some basis set. While there are many possible choices, the one

made here is to use planewaves as the basis. There are many advantages in the use of

planewaves. They form a mathematically simple basis, giving a very direct representation

of the electronic states. This has been particularly important in this work | being the

main reason why it is straightforward to evaluate the ELNES matrix elements directly

(see Chapter 4). Planewave calculations can be taken systematically to convergence as

a function of the size of the basis (see below), and when forces are needed for molecular

dynamics applications there is no need to consider the Pulay correction forces [78]. This

is since the planewaves are not centred about atoms, and so they are not changed as the

atoms move. In a similar way, it turns out that k.p perturbation theory is very much more

straightforward in a planewave basis | see Chapter 3. However, planewave basis sets

require many more basis states per atom than atom-centred orbitals | many hundreds

per atom as opposed to of the order of ten. Without the use of pseudopotentials (described

in Section 2.2.5) the use of planewaves would prove impractical in all but the very smallest

systems (see the demanding all electron planewave calculations for Diamond in Chapter 4

and Appendix C).

The details of the planewave basis are now examined. Application of periodic boundary

conditions ensures a discrete (but still in�nite) basis set. The Kohn-Sham eigenstates are

expressed as:

	

n

k

(r) =

X

G

c

n

k

(G)e

i(k+G):r

; (2.18)

where the sum is over all reciprocal lattice vectors G. To truncate the basis set the sum is

limited to a set of reciprocal lattice vectors contained within a sphere with a radius de�ned
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Ecu
t

Figure 2.3: The planewave basis set is de�ned by the energy cuto�, E

cut

by the cuto� energy, E

cut

:

�h

2

jk+Gj

2

2m

� E

cut

: (2.19)

Hence, the basis set is de�ned by the maximum kinetic energy component it contains - see

Figure 2.3. Physical quantities can be converged systematically by increasing E

cut

.

While, in principle, all basis sets are equally accurate (so long as they are complete)

there a many reasons why a particular set might be chosen. There can be a prejudice

against the planewave basis | while the lack of a centre for a planewave removes the

need to calculate Pulay corrections this lack of a centre can be looked at as a disadvantage.

While a calculation performed using atom-centred orbitals as a basis (i.e. LCAO) produces

wavefunctions with an immediate interpretation in terms of the mixing of those orbitals,

the information contained within a wavefunction described in planewaves is less directly

accessible. However, work performed by the author (in collaboration with Segall, Shah and

Payne) [85, 86] shows that the straightforward planewave representation of wavefunctions

allows the same chemical population analyses to be performed as in more traditional quan-

tum chemistry approaches. And in this work, the evaluation of the correct ELNES matrix

elements reveals the same site speci�c symmetry resolved information as do approaches

using local orbitals, but in a more quantitative fashion | see Chapter 4.
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2.2.5 The pseudopotential approximation

The electrons in an atom can be divided into two types | core electrons and valence

electrons. The core electrons are tightly bound to the nucleus, while the valence electrons

are more extended. A working de�nition for core electrons is that they are the ones which

play no part in the interactions between atoms, while the valence electrons dictate most

of the properties of the material. It is common to make the frozen core approximation.

The core electrons are constrained not to di�er from their free atomic nature when placed

in the solid state environment. This reduces the number of electronic degrees of freedom

in an all electron calculation. It is a very good approximation. A di�erent, but physically

related, approach is taken in the pseudopotential approximation [23, 41].

Since, in an all electron calculation, the valence electron wavefunctions must be orthog-

onal to the core wavefunctions they necessarily have strong oscillations in the region near

the nucleus (see the all electron wavefunction in Figure 2.4). Given that a planewave basis

set is to be used to describe the wavefunctions, these strong oscillations are undesirable |

requiring many plane waves for an accurate description. Further, these oscillations are of

very little consequence for the electronic structure in the solid, since they occur close to

the nucleus, and interact little with the neighbouring atoms. In the pseudopotential ap-

proach only the valence electrons are explicitly considered, the e�ects of the core electrons

being integrated within a new ionic potential. The valence wavefunctions need no longer

be orthogonal to the core states, and so the orthogonality oscillations disappear, hence far

fewer plane waves are required to describe the valence wavefunctions. This modi�ed ionic

potential, or pseudopotential, is constructed in the following way. An all electron DFT

calculation is performed for an isolated atom. A core radius r

c

is decided upon | chosen so

that the core regions of neighbouring atoms will not overlap. The smaller the core radius

the greater the transferability of the pseudopotential (i.e. the more chemical environments

it will be valid in). The all electron valence wavefunctions are altered within r

c

to remove

the nodal structure. These new functions are the pseudowavefunctions. The Schr�odinger

equation is then inverted to �nd the potential that would produce these wavefunctions |

this is the pseudopotential. See Figure 2.4 for a schematic representation of the poten-

tials and wavefunctions (pseudo and true). It is usual to ensure that the charge within

the core radius is the same for the pseudo and true wavefunctions | this is known as

norm-conservation and simpli�es many aspects of the implementation of pseudopotentials

and also improves the energy range over which the pseudopotential is valid [39]. Since

a pseudopotential must reproduce the correct phase shifts on scattering at the core, and



2. The theory of EELS 20

Z/r

V

r

pseudo

rc

Ψ

Ψpseudo

Figure 2.4: A schematic representation of the pseudopotential and pseudowavefunction.

Not that the wavefunctions and potentials agree beyond the core radius, r

c

and that the

pseudowavefunctions are considerably smoother than the true wavefunctions within r

c

| reducing the number of planewaves required.

these phase shifts will be di�erent for di�erent angular momentum states, in general a

pseudopotential will be non-local, with di�erent projectors for di�erent angular momen-

tum components. This non-locality introduces the requirement for the correction of the

k.p and optical matrix elements (see Chapter 1.4 and Appendix C respectively).

In this work the non-local pseudopotentials are in the Kleinman-Bylander form [50]:

V = V

loc

+

X

l;m

(V

l

� V

loc

)

^

P

l;m

; (2.20)

where the choice of V

loc

is arbitrary. Using the approach of Lee [54], in some cases the

potentials can be projector reduced. This consists of constructing two of the V

l

to be very

similar | both being eliminated by a single careful choice of V

loc

. The method of Lee et

al [55] has also been applied to optimise the pseudowavefunction with respect to planewave

cuto�.
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The neglect of the core electrons has speci�c consequences in this work. Since the

ELNES results from transitions from those neglected core states, some corrections to the

calculated transition matrix elements are required. This is discussed further in Chapter 4.

2.2.6 Minimisation of the energy functional

Equation 2.13 shows that the total energy functional can be minimised by solving a

Schr�odinger-like eigenvalue problem for a set of single particle wavefunctions f�

i

: i =

1; Ng. Clearly, standard matrix-diagonalisation techniques could be used, but it is highly

ine�cient in the case of a planewave approach. There are many more planewaves per atom

than electronic states required. If M is the number of planewaves in a calculation, then

typicallyM=N > 100. Hence, diagonalising aM�M matrix results inM eigenstates while

only the lowest N are required. As an alternative, the total energy functional is minimised

using the idea �rst proposed by Car and Parinello [17], the actual minimisation using a

preconditioned conjugate gradient technique [73, 93]. These methods are implemented in

the program CASTEP (CAmbridge Serial Total Energy Package), which has been used for

all of the ab initio calculations in this work.

2.3 Bandstructure from the total energy method

As mentioned in Section 2.1, the cross section for the scattering of a fast electron by the

electrons in a solid can be expressed in terms of single particle electronic states. The use

of the Kohn-Sham eigenstates as these single particle states is justi�ed and described in

the following sections.

2.3.1 Kohn-Sham eigenstates and values

It is well known that the Kohn-Sham eigenstates resulting from the diagonalisation of

the Hamiltonian in Equation 2.13 do not formally correspond to the single particle states

required in the evaluation of the loss function [47]. It should be remembered that they

were simply introduced as a tool for dealing with the kinetic energy term in the functional

F [n(r)]; while is was convenient that the result was a mapping of the many-body problem

onto one for single particles, those single particle states need not have any physical meaning.

However, it is nearly universal to interpret these unoccupied Kohn-Sham eigenstates as the

excited states required for our purposes, and with good reason. In many cases, where this
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interpretation is made, very good agreement is found between theory and experiment. This

will be seen in this work both in Chapter 5 where calculated ELNES and Appendix C where

calculated optical properties are compared to the relevant experimental data. It has been

shown by Godby et al [36] that, for Silicon at least, the di�erence between the Kohn-Sham

excitation energies and the correct quasiparticle energies can be summarised by a rigid

shift of the conduction band upwards with respect to the valence band, the wavefunctions

themselves being essentially unchanged. This rigid shift, or \scissor operator", is irrelevant

for the calculation of ELNES at the current level of theory since the absolute energy of

the threshold is not calculated. Reviews of the connection between DFT and excitation

energies are presented by Godby [35] and Jones and Gunnarsson [47].

2.3.2 Performing a bandstructure calculation

Clearly, when a total energy calculation is performed there is no need to evaluate the

unoccupied eigenstates | only the valence states contribute to the total energy. But, the

calculation of the cross section for inelastic electron scattering requires the unoccupied

states. So, in practice two calculations are performed. In the �rst the self consistent

ground-state charge density is found, and then a subsequent calculation is performed using

the �xed Hamiltonian resulting from that charge density. Many more eigenstates are found,

at many more k-points, since accurate Brillouin zone integrations are required (see Chapter

3). In Appendix A the sensitivity of spectral calculations to the various parameters which

must be chosen in the planewave pseudopotential approach is investigated.

2.3.3 The inelastic cross section in a crystal

Equation 2.4 gives an expression for the imaginary part of the dielectric function in terms

of a sum over all �nal states. Since, in a sample, there will be of order 10

20

relevant �nal

states this is not the most useful form for the expression. As described in Section 2.2.3

the application of periodic boundary conditions allows such an expression to be converted

to a sum over a �nite number of bands and an in�nite number of k-points within the �rst

Brillouin zone. So,

X

�

jh�je

�iq:r

jcij

2

�(�h! � E

�

+ E

c

) =

X

n;k

jh	

n

k

je

�iq:r

jcij

2

�(�h! � E

n;k

+ E

c

); (2.21)
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where j	

n

k

i is the unoccupied single particle Kohn-Sham �nal state for band n and k-point

k. Within the frozen core approximation jci is a core state taken from an all electron

atomic calculation | see Chapter 4 for more details on the matrix element evaluation.

Since the core states are e�ectively non-dispersive, the above is simply the unoccupied

density of states, weighted by the ELNES matrix element. Since the core state is taken to

be on a single site, the resulting weighted density of states will be a symmetry projected

(through the dipole or higher order operators) local density of states (LDOS). Chapter 3

describes the details of the Brillouin zone integration.

Symmetry is exploited in the Brillouin zone integrations. The irreducible wedge of a

cubic system is 1/48 of the volume of the �rst Brillouin zone | if calculation is restricted

to this volume then signi�cant savings in computational e�ort can be made | see Section

3.8. It is important when the Brillouin zone integration in Equation 2.21 is performed to

realise that the momentum transfer q breaks the symmetry, picking out a direction in the

system. This must be taken into account by unfolding the matrix elements | calculating

one for each symmetry related direction | and using this to weight the DOS contribution.

2.3.4 Lifetime and other broadening e�ects

The excited quasiparticles are not exact eigenstates, and the core hole has a �nite lifetime.

The result of both these e�ects is that some energy dependent Lorentzian broadening should

be applied to the calculated spectra, for example as done by Weijs et al [100]. At the same

time, the measurement process will result in some instrumental broadening, which can be

summarised by a Gaussian of a certain width. In the calculated spectra presented in this

work, the broadening is restricted to convolution with a Gaussian e

�E

2

=2

2

. Rather than

attempting to exactly mimic the experimental spectra the width  is chosen to remove

distracting high resolution features from the spectra. Lifetime e�ects are currently ignored

since they are only described empirically within present theoretical approaches.



Chapter 3

Brillouin Zone integrations

Most electronic properties of real systems in the solid state depend on sums over a compu-

tationally intractable number of electronic states. Section 2.2.3 discusses Bloch's theorem

and its signi�cance, noting the transformation of the electronic structure problem from

one of calculating an in�nite number of electronic states (for an in�nite periodic system)

to one of calculating for a �nite number of bands at an in�nite number of k-points. Most

properties of a given system require some form of integration over these k-points. Straight-

forward sums over the states | e.g. for the total energy | are usually performed using a

special point scheme (for example, that of Monkhorst and Pack [65]) for a modest number

of k-points. However, energy resolved spectral properties (such as the ELNES calculated

in this work) require more detailed integrations. This chapter describes the development

of a new Brillouin zone integration scheme, designed speci�cally to perform well in spectral

calculations, but which should also be useful in other situations, such as the evaluation of

Green's Functions.

The requirements of an e�cient Brillouin zone integration scheme are examined in

Section 3.1, and some current methods are described in Section 3.2. The band crossing

problem is examined in Section 3.3. The relative merits of interpolative and extrapolative

approaches are discussed in Section 3.4. An outline of the proposed new piecewise quadratic

extrapolative integration scheme is presented in Section 3.5. The generation of a local

quadratic representation of a band from a single sample point using k:p perturbation

theory is demonstrated in Section 3.6 and the theory is extended for the case of the non-

local pseudopotentials used in this work. In Section 3.7 the problem of band crossing and

\kissing" is examined, and a scheme to alleviate some of the e�ects is presented. E�cient

division of the Brillouin zone into sub-cells is discussed in Section 3.8. A scheme for the

24
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conversion of the resulting piecewise quadratic representation analytically into a density of

states (DOS) (following Methfessel et al [12, 62, 63]) is outlined in Section 3.9. Appendix

B contains recipe for the quadratic analytic evaluation of the DOS that is hoped will be

of use to future workers keen on using the method. Examples of the new technique are

presented in Section 3.10, demonstrating the speed with which the �ne structures in the

DOS and other spectral properties can be obtained. Finally, in Section 3.11, the inclusion

of dispersive matrix elements in the integration scheme is discussed.

3.1 What is required?

Examining experimental EELS spectra (see, for example, Figure 5.3) leads to the conclusion

that any Brillouin zone integration should, at most, be required to produce features at

a resolution around the 0.1eV level | a limit placed by the energy broadening e�ects

introduced by core hole lifetimes and the �nite lifetimes of the �nal quasiparticle states.

It is not really physically meaningful to calculate EELS at a higher resolution. Further,

current EELS spectrometers routinely achieve a resolution of only 0.3eV. Experimental

investigations frequently concentrate on the shifts, distortions, and changes in weight in

the spectral features. When one looks at calculated bandstructures (see, for example,

Figure 3.1), it appears that the bands are essentially smoothly varying objects in k-space.

It would therefore be hoped that only a very sparse sampling of the Brillouin zone would

be required to obtain a good representation of the bands and hence the DOS. This proves

to be untrue. Any sparse, high order sampling scheme has to confront the \band crossing

problem"| see Section 3.3. This cripples any interpolative scheme at low sample densities.

Past approaches have been to submit to this problem and simply calculate the DOS at the

very high density of k-points required to alleviate its e�ects, and then smear the spectrum

to the experimental resolution. This is clearly wasteful, but is o�set by the fact that many

of the electronic structure approaches used have relied on small basis sets (e.g. LMTO,

LCAO, . . . ) and hence rapid matrix diagonalisation and small computational cost at each

k-point. However, these approaches are necessarily restricted as to how far they can predict

spectra into the conduction band, and they are not intrinsically as accurate as the more

expensive plane-wave pseudopotential methods. It is clear that if resources can be saved

in the Brillouin zone integrations then the savings can be \spent" on using plane-waves,

larger supercells, more elaborate theory or even all electron planewave calculations (see

Section 4.6.4 and Appendix C). The challenge is to develop a Brillouin zone integration
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Figure 3.1: The bandstructure of Diamond, calculated in a primitive unit cell containing

two atoms.

scheme which exploits the essential smoothness of the bands, while somehow avoiding the

band crossing problem.

3.2 Current methods

Many Brillouin zone integration techniques have been developed over recent years. The

most common and interesting ones are described below, with emphasis on their performance

for predicting spectral properties (i.e. special point schemes will be ignored here).
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3.2.1 Gaussian broadening

This is the simplest approach to Brillouin zone spectral integrations. K-points are evenly

distributed throughout the Brillouin zone (either regularly or randomly as in a Monte Carlo

method), and the DOS is formed according to:

D(E) /

X

i

e

�(E�E

i

)

2

=2�

2

(3.1)

This method actually converges at van Hove singularities faster than the linear method

described below. However, this only applies at the limit of full convergence, which is

rarely required or achieved. It is, in practice, less accurate than the linear method for

most purposes, but it is the method of choice for work that merely requires a rough idea

of where the electronic states lie, at low resolution (e.g. looking for gap states in wide

bandgap systems). It clearly does not su�er from the band crossing problem.

3.2.2 Linear interpolative tetrahedron method

The linear tetrahedron method is the staple Brillouin zone integration technique for the

electronic structure community. Indeed, as recently as 1994 Bl�ochl et al [10] published

an \improved" method, tidying up the tetrahedra generation procedure and introducing

some higher order corrections. It is a relatively straightforward approach, and hence very

attractive. The scheme works by dividing the irreducible wedge of the Brillouin zone

into approximately equally volumed tetrahedra, then by calculating the band energies

at each apex a linear representation of the band is constructed within the tetrahedron.

Contributions to the DOS can then be evaluated analytically. However, this method su�ers

from the band crossing problem, and the poor representation of van Hove singularities due

to the absence of second order band information.

3.2.3 Quadratic interpolative tetrahedron method

A series of papers by Methfessel et al [12, 62, 63] demonstrate the superior convergence

properties of a method based on a piecewise quadratic representation of the Brillouin

zone. This method converges more rapidly than both the Gaussian broadening and linear

tetrahedron methods due to the more accurate treatment the van Hove singularities which

occur when jrE(k)j = 0. At these points E(k) must be known to second order in k at

least. However, this methodology does not appear to have been widely applied by the
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community. A probable reason for this it is particularly susceptible to the band crossing

problem becuase it is a higher order interpolative scheme. And so, while convergence for

a single band is impressive, the method becomes relatively expensive in real systems and

the extra e�ort is not justi�ed. It is, however, one of the building blocks for the method

developed below.

3.2.4 Free energy minimisation and Gaussian processes

Several alternatives to the Brillouin zone integration scheme to be presented below were

developed in the course of this work, in collaboration with Gibbs. The �rst was based

on a mixture model approach, using free energy minimisation techniques, the second on

free energy minimisation and Gaussian processes and the third on the theory of random

matrices. They are described in detail in the thesis of Gibbs [34].

3.3 The band crossing problem

The so called \band crossing problem" is a well known impediment to the rapid conver-

gence of interpolative methods. The simple one dimensional example shown in Figure 3.2

illustrates the changes that occur in the DOS given di�erent band allocations for the in-

terpolation. At a general k-point it is more likely that the bands do not actually cross |

rather they can be described as \kissing", getting very close at a given point, but both the

upper and lower bands remaining individually continuous. It is also unclear as to whether

any \allocation" of bands will lead to the correct topology of the bandstructure. The bands

cannot, in general, be uniquely identi�ed because their topology is more complex than that

of a set of interpenetrating sheets in four dimensions.

3.4 Extrapolation vs. interpolation

The vast majority of Brillouin zone integration schemes use an interpolative approach.

However, an alternative is to extrapolate from a single point within the sub-cell of integra-

tion. This removes the need to allocate bands, circumventing the band crossing problem.

This approach has been used by M�uller et al [69] who developed a linear extrapolative

method. They demonstrated the improvement over conventional schemes by calculating

a free electron DOS using both a linear interpolative and extrapolative scheme. Using
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Figure 3.2: A simpli�ed one dimensional example of the band crossing problem. An

incorrect allocation of bands can cause dramatic changes in the calculated DOS. It is

possible that the two bands \kiss" rather than cross, but it is clear that the top allocation

will produce the more accurate DOS even in either case.

256 tetrahedra the extrapolative scheme has converged, while the interpolative one is a

mess of spurious features (compare this to the calculation in Section 3.10.1 using a single

integration cell). Any extrapolative method requires the functional form of a given band

about a given k-point and for computational e�ciency it is important that this can be

found from information available at the single k-point | see Section 3.6.

3.5 An outline for a new integration scheme

To summarise so far, the prevalent scheme for spectral Brillouin zone integrations is cur-

rently the interpolative linear tetrahedron method. The low order interpolation fails to

describe van Hove singularities e�ciently, but is relatively simple. Since high k-point sam-

pling densities are required for convergence the band crossing problem is not extreme.

Other schemes have been presented in the literature, but all have apparently failed to
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make a great impact. The second order k:p approach of Wang et al [99] did not correctly

implement Lowdin perturbation theory (as clari�ed by Loehr [57]). Also, it was thought

of as an interpolative scheme, the DOS was evaluated by resampling and using a linear

method, and as a result ended up using an immense number of sampling points (1357

in the irreducible wedge). M�uller et al [69] used an extrapolative �rst order k:p scheme,

clearly recognising the band crossing problem. It appears a sensible approach, and should

have become more widely used. It is possible that the restriction of k:p theory to local

potentials (with the emergence of non-local pseudopotential methods), and the problem of

incomplete local basis sets, noted by Boykin [14], may have reduced its use. The devel-

opments discussed below, and the use of planewaves remove these barriers. Gradients can

now be calculated very accurately within k:p perturbation theory (see Table 3.1) and so

if a linear method is required this appears the most attractive approach. The quadratic

interpolative method of Methfessel et al [12, 62, 63] was discussed in Section 3.2.3. In the

light of the preceding arguments, the essential features of the new method are outlined as

follows:

Extrapolative Extrapolating away from a single point alleviates the worst of the band

crossing/"kissing" problems.

Piecewise quadratic To correctly treat the van Hove singularities, at least a second

order expansion is required.

k.p perturbation theory Allows access to band information around a selected k-point,

and hence gives the required quadratic expansion of the bands.

Band \kissing" Expansion about a \kissing" point reduces the radius of convergence.

This is dealt with, to some extent, using Lowdin perturbation theory [49, 57].

Brillouin zone division The Brillouin zone is divided into arbitrary polyhedra of ap-

proximately equal volumes. The full symmetry of the system can be utilised.

Analytic quadratic The work of Methfessel et al [12,62,63] permits a direct conversion

of the piecewise quadratic representation to a DOS contribution, avoiding the need

for resampling.

Many of the individual elements of this proposed method are not new. However, to

the author's knowledge they have never previously been brought together as a single tech-

nique. Some components (the treatment of \kissings", non-local pseudopotentials and the
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Brillouin zone division) are novel developments. The technical details of the method are

now described.

3.6 Obtaining the quadratic representation - k.p per-

turbation theory

As discussed in Section 3.4, if we are to employ an extrapolative scheme we need a technique

for evaluating the quadratic representation of a band within a given cell from information

available at a single k-point in that cell. k.p perturbation theory [49] o�ers just this.

3.6.1 An introduction to k.p perturbation theory

The central idea behind k.p perturbation theory lies at the heart of any attempt to un-

derstand the bandstructure of a periodic system. As a result it has been taught for many

years to undergraduate students of solid state physics [2]. This idea is that knowledge of

eigenstates and eigenvalues at any given point in the Brillouin zone implies knowledge of

the bandstructure in the region surrounding that point (this concept resurfaces in modern

day approaches to e�cient electronic structure calculations [88]). Implicit in this is the

concept that quantities (energies and matrix elements) vary smoothly throughout the Bril-

louin zone. This is crucial to any attempt to calculate properties that require integrations

over the Brillouin zone.

k:p perturbation theory has a long history, stretching back to the early days of the

theory of the electronic structure of the solid state [87]. It was initially used partly as a

pedagogical instrument | for learning about the form of bands before calculated band-

structures were widely available. But by far the most important use of the method was as

a tool in the parameterisation of bands using, as data, experimental observables such as

e�ective masses and band gaps. The hope was to learn about as much of the bandstruc-

ture as possible from the restricted experimental data available, and and also to produce a

compact representation of the bandstructure [18, 49]. However, recently k:p perturbation

theory has not been so widely used. It has found a home in transport theory of heterostruc-

tures (it enables e�ective masses to be calculated) and Robertson et al [83] recently applied

it to total energy pseudopotential calculations.

Possibly it is now time to return to the original spirit in which the theory was used.

The output of the relatively expensive plane-wave pseudopotential calculations can be
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thought of as restricted experimental data | from which the maximum information about

the band-structure is to be extracted, and a compact representation is to be produced.

Kane [49] may have predicted this when he wrote:

\. . . Perhaps a judicious combination of the k.p and pseudopotential methods

will nevertheless provide the ultimate in accuracy. . . . "

3.6.2 k.p approach to quadratic representation of a band

The Taylor expansion of a �eld in three dimensions around a point k

o

(in this case | the

band energy over a Brillouin zone) is:
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The perturbation expansion

Given that the Hamiltonian is cell periodic, the single particle wavefunctions j	

n

k

i, the

eigenstates of

^

H, can be written as Bloch functions:
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with eigenvalues E
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Now the gradient and curvatures of the band energies can be evaluated, noting that
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and so,
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The curvature of the bands are now evaluated. Di�erentiating the energy a second

time, with respect to k
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In the same way as above, using Equation 3.11:
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And so we have the gradient and curvature:
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This is a general result, and is in agreement with other derivations [14, 49].

3.6.3 The commutators

An expression for

^

H in the case of DFT is:

^

H = �

�h

2

r

2

2m

+

^

V ; (3.17)

where

^

V is some potential. Assuming for the moment that

h

^

V ; r̂

i

= 0, which is the case for

local potentials, then we need to evaluate the commutators which occur in the expressions

for the k:p expansion above:

h
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The operator p̂ is the momentum operator, from which the name \k:p" is derived. Us-

ing these expressions for the commutators, the k:p expansion agrees with the standard

expressions [2]. There are however two situations in which the commutators are not so

straightforward. One is in the case of incomplete of basis sets which has been examined

by Boykin [14]. The problems in this signi�cant case explain the problems of using k:p

perturbation theory encountered in earlier work. But this does not appear to be a problem

for the planewave basis employed in this work (see the accuracy of the tests in Section
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3.6.5, in which a far from complete basis has been used and any e�ects due to incom-

pleteness are ignored). It seems likely that this is due to the delocalised nature of the

planewaves | recall the absence of the Pulay corrections to forces in a planewave basis

1

.

However, this result remains to be proved rigorously. The other source of complication is

more obvious, and concerns the use of non-local pseudopotentials. Since these potentials

are used in this work it is important to take this into account. The e�ect of non-local

pseudopotentials on the k:p expansion does not appear to have been treated, although

the �rst order correction is closely connected to the correction required for optical matrix

elements (see Chapter C) [79]. This is an important omission given the prevalence of such

potentials in modern electronic structure calculations. The pseudopotential can clearly be

divided into local and non-local components:

^

V =

^

V

l

+

^

V

nl

(3.19)

And so the full expressions for the commutators will be:
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To demonstrate the fact that the non-local contribution is non-zero, consider the case of

the following non-local pseudopotential:

^

V
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=

X

l

jliV

l

hlj; (3.21)

and hence,
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which is clearly non-zero in general.

3.6.4 Details of the matrix element evaluation

The matrix elements of the form h	

n

k

jp̂

i

j	

m

k

i are evaluated in reciprocal space (the plane

waves making up the basis are eigenstates of the the momentum operator, and hence the

1

They disappear. The force is given by F
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in a planewave

basis | the Hellmann-Feynman theorem [30] | there is no Pulay correction.
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operator p̂

i

is diagonal). The terms hljr̂

i

j	

n

k

i and hljr̂

i

r̂

j

j	

n

k

i required for the contribu-

tions from the non-local pseudopotentials may also be evaluated in reciprocal space in the

following way. Consider the matrix element hlje

iq:̂r

j	

n

k

i, for small q:

hlje
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Now, let q = (q; 0; 0), then:
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and so on. In a similar way, the matrix elements required for the double commuator may

be found. Again, let q = (q; 0; 0), then:

hlje

iqr̂

1

j	

n

k

i+ hlje

�iqr̂

1

j	

n

k

i � 2hlj	

n

k

i = �q

2

hljr̂

2

1

j	

n

k

i+O(q

4

); (3.25)

and so on. The cross terms (i.e. r̂

1

r̂

2

etc.) may be generated as follows. Let q = (q; q; 0),

then:
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(3.26)

and so, using Equation 3.25, hljr̂

1

r̂

2

j	

n

k

i etc. can be extracted. In e�ect this is a low order

limit of the method used to parameterise the ELNES matrix elements when looking for

non-dipole e�ects which is described in Section 4.2. Given the electronic structure method

used must already have routines for �nding hlj	

n

k

i, the advantage of this method is that

evaluating hlje

iq:̂r

j	

n

k

i simply involves small shifts in the grid in reciprocal space on which

jli is calculated. This avoids tiresome evaluation of new harmonic projectors, and is readily

extended to higher order. The size of q is chosen to be small so that the O(q

3

) and O(q

4

)

terms are negligible, but large enough to avoid errors due to precision limitations.

3.6.5 Tests of the k.p method

To demonstrate the importance of the modi�cations suggested above, and to validate the

technique, a test case is presented. A model system is considered, which is a simple cubic

Carbon structure with lattice parameter of 2

�

A, a non-local pseudopotential with s,p and d

projectors, and a low planewave cuto� of 400eV (600eV is recommended for converged total

energies with this particular pseudopotential). This cuto� gives a small basis set comprising
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Gradients Band #1 Band #2

Mag. Direction Mag. Direction

No Corrections 8.2603 (0.2708,0.5395,0.7972) 13.4168 (0.1236,0.2115,-0.9695)

+1

st

order correction 7.1653 (0.2685,0.5366,0.8000) 11.7139 (0.1274,0.2035,-0.9708)

Numerical di�. 7.1653 (0.2685,0.5366,0.8000) 11.7139 (0.1274,0.2035,-0.9708)

Table 3.1: Band gradient calculated using k:p and numerical di�erentiation. The mag-

nitude and direction are presented separately. Taking the non-local correction into ac-

count the 1

st

order k perturbation expansion is accurate. The units are eV

�

A.

147 plane waves. In Tables 3.1 and 3.2 the calculated gradients and curvatures respectively

are compared with those evaluated numerically. The non-local contributions are clearly

essential for high accuracy calculations, as is (see Figure 3.3) the inclusion of all bands in

the perturbation sum. This should, however, be kept in perspective. For the purposes of

the Brillouin zone integration scheme presented here, few bands need be included and the

2

nd

order correction can be safely neglected | see Section 3.10.5. Should higher accuracy

ever be required it might be appropriate to consider \padding" the perturbation sum with

plane waves (since these will be the approximate eigenstates at high energies). The smooth

and steady change in curvature when more than 25 bands are included in the perturbation

sum shown in Figure 3.3 hints that such an approximation is sensible.

3.7 Band \kissing" - and how to get around it

As mentioned in Section 3.3, one of the remaining problems of Brillouin zone integrations

is what to do when bands cross, or get very close to each other | \kiss". For interpola-

tive approaches, this manifests itself as a problem of band ordering. Although the band

ordering problem is eliminated by adopting an extrapolative method, problems arise when

sampling points land at or near \kissing" points (i.e. bands do not quite cross, there being

small interactions between the approaching bands | see Figure 3.4). At these points the

curvature can be extreme and the radius of convergence of the Taylor expansion is much

reduced. Thus the piecewise quadratic method fails | and the extrapolation sends states

to a wide range of incorrect energies (often leading to the closure of band gaps). Clearly, if

there is to be any hope of a sparse sampling high order extrapolative approach to Brillouin

zone integrations the problems associated with the \kissings" must be addressed.

There are many complex ways in which one could imagine these three dimensional sheets
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Curvatures Band #1 Band #2

Mag. Direction Mag. Direction

No Corrections 5.7745 (-0.0004,-0.0387,0.9993) -6.3724 (-0.0752,-0.5922,0.8023)

6.6223 (-0.0822,-0.9959,-0.0386 4.7737 (-0.6819,0.6176,0.3919)

6.8774 (0.9966,-0.0821,-0.0028) 5.3288 (0.7275,0.5177,0.4502)

+1

st

order 5.5963 (0.1963,0.4039,0.8935) -4.7483 (-0.0483,-0.7201,0.6922)

6.4416 (-0.3010,-0.8424,0.4469) 4.1147 (-0.8066,0.4369,0.3982)

6.5306 (0.9332,-0.3567,-0.0438) 5.1480 (0.5891,0.5391,0.6019)

+2

nd

order 5.2357 (0.1888,0.3907,0.9010) -4.3987 (-0.0432,-0.7397,0.6715)

6.0304 (-0.2949,-0.8525,0.4315) 4.0840 (0.8498,-0.3807,-0.3646)

6.1192 (0.9367,-0.3472,-0.0458) 5.1407 (-0.5253,-0.5549,-0.6451)

Numerical di�. 5.235(6) (0.1888,0.3907,0.9010) -4.399(0) (-0.0432,-0.7397,0.6715)

6.030(4) (-0.2951,-0.8525,0.4315) 4.083(8) (0.8498,-0.3806,-0.3646)

6.119(2) (0.9366,-0.3473,-0.0457) 5.141(1) (-0.5253,-0.5549,-0.6451)

Table 3.2: Band curvature calculated using k:p and numerical di�erentiation. The

magnitude and direction for each principal axis are presented separately. All 147 bands

were included in the perturbation sum. The importance of both 1

st

and 2

nd

order cor-

rections is clearly demonstrated. The resulting k:p curvatures are accurate (the simple

numerical di�erentiation proved harder to converge). The units are in eV

�

A

2

, and the

curvature for a free electron in the same units is 7.6201 eV

�

A

2

in four dimensions | the bands | could cross or \kiss" each other. Given such a situation,

it may appear to be an intractable problem to develop any scheme for reducing their e�ect

on the Brillouin zone integration. One approach is, however, to simply to have a look at

some representative bandstructures and see whether any generalisations can be made. As

mentioned above, the \kissing" problem is revealed at points with extreme curvatures |

the \kissing" bands get close to each other but rapidly turn away at the \kissing" point.

The bandstructures are examined by looking for those bands at any particular k-point

that exhibit extreme curvatures. Those bands which both curve strongly and lie close

to each other in energy might be expected to be \kissing". Following this procedure it

becomes clear that a vast majority of the \kissings" that occur are of the simplest kind |

shown in Figure 3.4. These involve pairs of bands crossing as simple sheets. The upper

one (in energy) curves strongly upwards, the lower downwards. An example is presented

numerically in Table 3.3, in much the same form as the original data that lead to this

discovery. The scheme presented below is designed to deal with these simplest \kissings".

However, the situation is indeed more complex. In many cases nearly degenerate triplets

of bands with extreme curvatures are found | which cannot be treated as a combination
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Figure 3.3: Convergence of the fully corrected k:p curvature with included bands for

Band 1, in the directions of the three principal axes. Note that while convergence is

initially rapid, the higher bands do make a signi�cant contribution to the precision ob-

tained.

of the simple \kissings". Dealing with these more complex cases is an area of current

research.

3.7.1 The scheme

This method for Brillouin zone integration is designed for e�cient calculation of experi-

mentally observed spectral properties. Experimental and lifetime broadenings place a limit

on the resolution required. It is clear that many of the band \kissings" observed will pro-

duce spectral features at a resolution too high to have any experimental consequence. As a
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Figure 3.4: An example of one kind of frequently encountered band \kissing", for which

there is some hope of accounting for in the extrapolative method. This example consists

of two quadratically dispersive bands, intersecting each other and a repulsion occurring

along the curve of intersection. To the left is a two dimensional projection, and on the

right a three dimensional one (with two and one reciprocal space dimensions removed

respectively). The full four dimensional situation is left to the reader's imagination.

result, a scheme is presented which deals with the more common \kissings" detailed above

| the straightforward sheet \kissings". The approach is to make these true crossings |

thus keeping the spectral weight in approximately the correct position, but ignoring the

�ne structure related to the band repulsion (i.e. a small change in the spectral weight due

to the opening of a band gap).

The simple \kissings" to be treated are dominated by two interacting bands, the re-

maining bands playing a much weaker role. Since, as mentioned above, the second order

Taylor expansion is insu�cient in the region of the \kissing", higher order information

about the behaviour of the bands is required. This is provided by a restricted form of

Lowdin perturbation theory | see Kane [49] for a review. In fact, historically it has been

common practice to use Lowdin perturbation theory to describe strongly interacting or

degenerate bands in a k:p approach [89]. However, it has often been incorrectly applied,

diagonalising non-Hermitian sub matrices [99]. This has been pointed out by Loehr [57].

It is likely that this went unnoticed given the large number of k-points used in these earlier

k:p methods (e.g. 1357 in

1

16

if the Brillouin zone in Wang and Callaway's [99] nickel

bandstructure calculation). Given the low sampling density required here, there is little



3. Brillouin Zone integrations 41

m k

x

k

y

k

z

B

1

B

2

B

3

E

i

i

3 -0.22 0.48 0.84 -38.7 -0.1 84.5 59.9 16

1 -0.76 -0.36 -0.53 -37.3 -9.7 -1.1 66.0 17

1 0.81 -0.49 0.28 -1495.5 -101.6 41.4 67.4 18

3 0.85 -0.42 0.29 -69.2 34.5 1507.9 67.5 19

3 0.43 0.88 -0.17 -37.2 8.7 136.3 69.0 20

Table 3.3: Curvature information indicating a simple band \kissing". The two high-

lighted rows (Band i=18,19) contain the proposed \kissing". Note, the energy eigenvalues

are close, the curvatures are extreme and the directions of greatest curvature are approx-

imately parallel.

room for such errors.

The fundamental problem in the present approach is to solve the band ordering problem,

within the sub-cell in which the \kissing" occurs. This can only be done simply if we assume

the bands e�ectively cross only in one dimension. This can be a good approximation if

the sub-cells are small compared to the local curvatures of the bands. In such a case, a

three dimensional crossing can be tracked along the direction of high curvature. If the

approximation is good the directions will be the same for both bands and this is one of

the conditions for detecting the treatable \kissings". The band ordering then becomes

a one dimensional problem, and the the two bands may be unambiguously crossed (see

Figure 3.5). New expansions for the two bands are constructed, using the higher order

information from the Lowdin perturbation calculation. A more detailed recipe for carrying

out the procedure is as follows:

1. Look at the stack of bands for each k-point, one at a time (it is still an extrapolative

method).

2. Calculate the k:p expansion at each point (it is assumed that true degeneracies do

not occur due to numerical inaccuracies).

3. Diagonalise the curvature tensor, and note the direction of greatest curvature.

4. The treatable \kissings" will consist of pairs of high curvature bands (see Table 3.3).

For both bands the direction of high curvature will be close (modulo a sign), and one

will curve positively and the other negatively due to the sign change in the energy

denominator of the perturbation sum.
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5. Having found a candidate \kissing", the bands are crossed by �nding band energies

either side of the suspect \kissings" using Lowdin perturbation theory (as corrected

by Loehr). The following 2�2 Hamiltonian is diagonalised for the required q (where

�

1

and �

2

refer to the \kissing" bands):
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(3.27)

6. The new curvature in the high curvature direction is found (by evaluating the band

energies assuming the new crossed allocation), and replaces the old curvature. The

same is done with the gradient in that direction.

7. The gradients and curvatures are rotated back to the original co-ordinate frame.

8. Having looked through all bands and k-points the procedure can be repeated, since

there may be several \kissings" mixed together.

Clearly, some criteria as to what constitutes a strong curvature, and how close the

high curvature directions must be are required. Setting these thresholds will determine the

tolerance to \kissings", and thus appropriate values for these thresholds will depend on

the resolution required in the �nal spectrum. At present, the treatment of this threshold

remains rather crude, simply forming a weighted sum of number representing the closeness

of the directions and strength of the curvatures. Setting the relative weights of these

two contributions is somewhat an exercise in trial-and-error | more work is required to

developed a robust approach to these thresholds.

3.8 Brillouin Zone Division

So far the expansion of the bandstructure of a given system about any point in the Brillouin

zone has been discussed. This expansion is to second order only, and in anything other

than the case of a free electron, it will be valid only about a �nite region surrounding

the expansion point. It is required, therefore, to divide the Brillouin zone into a set of

\sub-cells" within which the expansion holds to the accuracy required. Thus, a piecewise



3. Brillouin Zone integrations 43

19.0

19.5

20.0

20.5

21.0

21.5

22.0

E
n
e
rg

y
/e

V

Before After

Figure 3.5: An example of the scheme at work. The crossing procedure described

above clearly works well for this particular band \kissing" situation | the bands which

were presumably previously \kissing" being made to truly cross. It is taken from the

conduction band of Silicon, where such situations are common. As can be seen from

the discontinuities in the bands, there are two k-points along the slice presented | not

shown since the slices do not pass through them.

quadratic representation of the bandstructure is constructed. The total DOS for a given

band might therefore be written:

D

tot

(E) =

X

i

D

i

(E); (3.28)

where D

i

(E) is the DOS contribution of the i

th

sub-cell. The challenge is to divide the

Brillouin zone in the most e�cient way, with an emphasis on good coverage for very low

k-point sampling.

3.8.1 Commensurate sub-cells

One approach is to divide the Brillouin zone into commensurate sub-cells. This is achieved

by forming a grid of points in terms of multiples of integer fractions of reciprocal lattice

vectors, keeping those falling within the �rst Brillouin zone and constructing Wigner-Seitz

proximity sub-cells about each point that is retained. For example, if R

1;2;3

are reciprocal
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lattice vectors, then a point in the new grid is given by:

r = �

R

1

l

+ �

R

2

m

+ 

R

3

n

; (3.29)

where �; �; and  are variable integers, and l; m; and n �xed integers chosen to give an

even distribution of k-points in reciprocal space (i.e. approximately spherical Winger-Seitz

proximity sub-cells). If l; m; or n are even then the grid is shifted to balance the points

about the origin in the associated direction. Figure 3.6 is an example of such a division

of the �rst Brillouin zone into sub-cells. Notice that some parts of the sub-cells extend

outside the Brillouin zone boundary, but may be brought back by the application of an

appropriate translation by reciprocal lattice vectors.

If the system concerned has symmetry in addition to the inversion symmetry that

will always be present, then the sub-cells may be symmetrised. However, it is clear that

for low k-point density the symmetry will not be well used (at the extreme limit of a

single k-point the sub-cell will be the entire �rst Brillouin zone, and symmetrisation will

have no bene�t. Also, such grids tend to produce points along high symmetry directions,

making band \kissings" more common. Naively shifting the grid produces problems with

symmetrisation. However, one may keep the cells �xed and shift the k-point of expansion

within the sub-cell.

3.8.2 Full use of symmetry

Although many modern electronic structures calculations concentrate on systems with ever

larger unit-cells, with ever reduced symmetry, it is clear that there are still many problems

that could bene�t from the use of symmetry such as core hole e�ects in bulk crystals as

discussed in Chapter 5 , or any highly computationally intensive technique such as the GW

method for calculation of quasiparticle spectra [35], or planewave all-electron calculations

which are described in Section 4.6.4. To this end, a technique for e�ciently making use of

symmetry at low k-point densities is presented.

1. Find the �rst Brillouin zone for the system concerned using the Wigner-Seitz prox-

imity cell de�nition for symmetry reasons.

2. Find the irreducible wedge, assuming the full symmetry of the lattice type. It is

constructed from the Brillouin zone by the introduction of a set of planes which are

dependent on the lattice type.
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Figure 3.6: A hexagonal Wigner-Seitz Brillouin zone, divided into a commensurate set

of mini-cells

3. Decide how many times to recursively halve the volume of the sub-cells | starting

with the irreducible wedge. For example, n times will produce 2

n

sub-cells and k-

points. There is clearly complete freedom as to how to halve each sub-cell. It is

important to try to make each sub-cell as close to spherical as possible so as to

avoid \long" directions in which the second order Taylor expansion will be less well

converged. So, the sub-cells are chopped perpendicular to the \long" direction as

determined by consideration of the moment of inertia tensor of the cells which are

treated as uniform solids, at a point where there is equal volume either side of the

cut.

4. Having constructed the sub-cells, the k-points are placed at the centre of mass of

each cell again treated as a uniform solid.

5. So far full lattice symmetry has been assumed. In the case of reduced symmetry that

occur as atoms are placed on the lattice it is necessary to determine which symmetry

operations generating the star remain after symmetrisation. The divided irreducible

wedge, as formed above, is then repeated for each remaining part of the symmetrised

star.
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Examples of the application of the procedure outlined above are shown in Figure 3.7.

It is clear that this approach makes full use of the system's symmetry. In the limit of a

single k-point for a system with full symmetry, the one cell generated is the irreducible

wedge. It should be noted that for any integration routine based on interpolation it is

impossible to contemplate the use of a single k-point. Also, generally the k-points generated

in this fashion do not fall in directions of high symmetry, reducing problems with band

\kissing" and crossings. However, it should also be pointed out that this method is not

particularly useful if high k-point sampling densities are required as the polyhedra produced

get quite complex, and there is little gain due to symmetry at high density in comparison

to the commensurate sub-cells described in Section 3.8.1. This approach is designed for

situations of high symmetry, and for Brillouin zone integrations requiring low k-point

sampling density.

3.9 Analytic quadratic density of states

Having obtained the piecewise quadratic representation of the band-structure, it still re-

mains to perform Brillouin zone integrations for the DOS and other spectral properties.

Clearly, one could re-sample the representation to �nd the band energies on a �ner grid,

and simply apply one of the standard methods for Brillouin zone integration described in

Section 3.2. This is not appealing, since the correct analytic form for the bands around the

critical points is lost. Furthermore, it would appear to be a computationally costly route.

The ideal approach would be to take the quadratic representation, and turn it directly into

a contribution to the total DOS. One may feel this is possible, since the DOS of a free

electron (with its quadratic dispersion) has a well known, and simple, analytic form. The

complication, which is signi�cant, arises when the contribution to the DOS comes from a

�nite region in reciprocal space (i.e. the sub-cells described in Section 3.8). An expression

for the density of states for a given band is:

D(E) =

Z

�(E(k)� E)d

3

k =

Z

S

dS

jr

k

E(k)j

; (3.30)

where S is a constant energy surface (CES) at energy E. For a spherical dispersion rela-

tionship E(k) = Bk

2

, jrE(k)j = 2Bk and hence:

D(E) =

Z

S

dS

jr

k

E(k)j

=

4�k

2

2Bk

=

2�

p

E

p

B

3

; (3.31)
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Figure 3.7: Top Left : A simple cubic Brillouin zone, with the full symmetry irreducible

wedge divided into two sub-cells. Bottom Left : FCC lattice Brillouin zone with full cubic

symmetry. Top Right : Hexagonal Brillouin zone, with full hexagonal symmetry and the

irreducible wedge halved twice. Bottom Right : A hexagonal Brillouin zone with reduced

symmetry, with the irreducible wedge undivided.
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where spherical symmetry has been used to simplify the surface integral.

The problem is now extended to the situation in which the surface integration is re-

stricted to a �nite volume in reciprocal space (bounded by a convex polyhedron). For

simplicity consider a cube, with the origin at its centre. Clearly, for small E the expression

for the DOS will be unchanged. However, at some energy the CES must start to cut the

polyhedron. At this energy and above the DOS will be reduced (since the included surface

is reduced). This energy will later be known as a singularity. Singularities occur when

the CES strikes the faces, edges and vertexes of the polyhedron. At some point the entire

CES will be outside the polyhedron and the DOS will become zero. It may appear to be a

di�cult problem to track this change in the DOS and indeed this problem has been called

impossible by Lehmann and Taut [56] but the work of Methfessel et al [12,62,63] presents

a solution, and a scheme for its implementation. It involves consideration of di�erential

geometry. As this is rather technical a detailed description of the implementation used in

this work is presented in Appendix B.

3.10 The method at work

Having described the method in detail, there now follows some examples demonstrating

the quality of Brillouin zone integrations that are possible with this scheme. It should be

borne in mind that the technique is not designed for the ultimate in accuracy, but rather

as a method for obtaining the \quality" of a spectra rapidly, to a given energy resolution.

In certain situations the DOS converges rather slowly, for example in the S-band DOS

(Figure 3.9). But in others it converges very rapidly, for example in the limit of free

electrons (Figure 3.8). The convergence of a total DOS with the number of k-points is

demonstrated and then the e�ect of introducing matrix elements on the convergence of an

ELNES is investigated. Optical spectra are then presented. Finally, the e�ect of truncating

the k:p perturbation sum is examined. It should be noted that in these examples the second

order correction to the curvatures discussed is Section 3.6 is not applied.

3.10.1 Toy models

Free electron dispersion

The Brillouin zone integration method is applied after performing an electronic structure

calculation with the ionic potentials set to zero. A simple cubic cell is used, and the
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Figure 3.8: Left: Density of states for a free electron, calculated in a simple cubic cell

using a single k-point, displaying the expected (E�E
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)
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behaviour. Right: Correspond-

ing free electron band-structure. The co-ordinates indicate points in the Brillouin zone

| in units of reciprocal lattice vectors.

single integration sub-cell is the irreducible wedge. As expected (since the free electron

dispersion is quadratic) the DOS is fully converged using a single k-point | see Figure 3.8.

A selection of bands are shown | also extrapolated from a single sample point. This is not

an entirely trivial result, since an interpolative approach would have had problems with

band crossings. This result should be compared to the linear extrapolative free electron

test of M�uller et al [69] which required 256 tetrahedra for a similar level of convergence.

Simple cubic s-band test

The convergence is now examined for a simple cubic s-band, following Boon et al [12]. The

dispersion relation is:

E(k) = �

1

3

[cos �k

x

+ cos�k

y

+ cos�k

z

] (3.32)

The gradient and curvature information is obtained directly from the dispersion relation.

While Boon et al [12] looked at the extreme convergence properties and found the ana-

lytic quadratic method to work well, as it deals with the van Hove singularities, here the

emphasis is on the behaviour at low sampling densities.

It is clear that, in comparison with the free electron case, convergence is slow (see
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Figure 3.9: Left: S-band DOS with no smearing. The red curve is produced using 8

k-points in
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of the Brillouin zone, while the black is produced with 128 k-points. Notice

the poor convergence on the plateau. Right: Convergence of s-band DOS with smearing.

A Gaussian smear of 0.1 is applied, producing the black curves. The red curves are the

di�erences of the unconverged DOS from one converged at 128 k-points

Figure 3.9). This is to be expected | the dispersion relation contains terms to all orders.

Particular problems are encountered on the plateau of the DOS | the spikes being due

to overlap in energy of the piecewise quadratic bands due to an inadequacy of the second

order expansion. However, in keeping with the philosophy of the approach, the application

of a Gaussian smearing to the DOS results in good convergence at low k-point sampling

densities.

3.10.2 Total density of states of Diamond

Figure 3.10 displays a series of total DOS calculated for a two atom primitive cell of

Diamond using an increasing number of k-points in the irreducible wedge of the Brillouin

zone. The most important point is that the essential features of the spectra are found

for very low k-point densities and somewhat surprisingly for as few as two points in the

irreducible wedge. However, absolute convergence is slower due to inaccuracies in the band

curvatures as a result of the neglect of the 2

nd

order correction, and restricted number

of bands in the perturbation sum. Both of these e�ects can be corrected. Given the low

resolution of many experimental spectra, it clearly appears to be unnecessary to push the
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calculations to very high sampling densities. It should be pointed out that any interpolative

method would require more than a single sample point just to perform the interpolation,

regardless of the integration quality. Also, had the conventional cubic cell of Diamond

(containing 8 atoms) been used then a single sample point would be expected to yield the

same convergence as the four point calculation shown here.

To demonstrate the superiority of the extrapolative approach, the results of the current

scheme are compared with results obtained from a LMTO bandstructure calculation and

Bl�ochl's improved linear tetrahedral interpolative integration method [10] in Figure 3.11.

Figures 3.10 and 3.11 are not directly comparable. Although the valence bands are very

similar, the conduction band in the LMTO calculation does not extend far beyond the

Fermi energy due to the inadequacy of the basis. Notice also that a second band gap

opens fully in the LMTO calculation. However, the intention is to compare the quality

of the Brillouin zone integration in the piecewise quadratic and linear approaches. While

in the piecewise quadratic approach, a single k-point corresponds to a single integration

sub-cell, in the linear tetrahedron method several tetrahedra can be generated for each

k-point using symmetry, and the sharing of vertices. However, it is unfair to the linear

tetrahedron method to base the comparison on number of integration sub-cells | it is

better to compare the number of sample points, i.e. k-points. Clearly, the linear method

fails completely for a single k-point. Convergence is slow, the linear method struggling

to reproduce the form of the van Hove singularities. For two k-points in the piecewise

quadratic method the onset of the valence band is essentially converged, while it takes

about 120 in the linear method to represent the E

1=2

onset to the DOS.

3.10.3 Including matrix elements - ELNES

A sequence of Diamond K-edges are shown in Figure 3.12. Transitions into the occupied

states are also included, although it is clear that these are not experimentally observable.

The intention is to explore the e�ect of the inclusion of matrix elements in the Brillouin

zone integrations, since in principle their dispersion should be taken into account as the

integrations are performed | see Section 3.11. However, in practice their inclusion appears

to have little e�ect on the convergence properties, and so one may conclude that the matrix

element dispersion across sub-cells for core loss spectra is unimportant and the matrix

elements vary relatively smoothly across the Brillouin zone.
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of the Brillouin zone. Notice that the dominant features appear very rapidly.
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3.10.4 Optical spectra

Figure 3.13 shows the convergence of the calculated optical dielectric function of Diamond

as a function of the number of k-points in the irreducible wedge. The real and imaginary

parts of the dielectric function are shown in red and black respectively. The method used

for this calculation is described in detail in Appendix C, but basically the imaginary part

of the dielectric constant is a matrix element weighted joint density of states between

the valence and conduction bands. Convergence of the optical spectrum is rapid, being

essentially complete by 16 k-points. However, in contrast to the tests described above, the

low k-point evaluations show a reduced integrated weight in comparison to the converged

results. This indicates the e�ect of matrix element dispersion. Section 3.11 describes how

to overcome this problem.

3.10.5 Convergence with number of bands in k.p sum

As described in Section 3.6, the evaluation of the band curvature requires a perturbation

sum over eigenstates. In any practical planewave scheme, this sum is truncated. A given

electronic structure calculation will be performed for a �xed number of bands. There is a

question as to the e�ect of this truncation on the accuracy of the resulting Brillouin zone

integrations as discussed in see Section 3.6.5. Figure 3.14 shows the valence band DOS

of Diamond, calculated using the k:p method for di�erent numbers of bands. Truncation

appears to have a fairly small e�ect on the calculated DOS, and the e�ects would largely

disappear on smearing. This e�ect would increase for lower k-point sampling as the in-

correct second order term results in a worse approximation to the bandstructure in larger

sub-cells.

3.11 K-dependent matrix elements

So far the k dependence of the matrix elements that may have to be included in Brillouin

zone integrations have been neglected. However, it was noted in Section 3.10.4 that this can

have an e�ect on the convergence of the integral. While, in this work, such matrix element

dispersions have not been taken into account (since our interest is primarily with core

level spectroscopy, for which little dispersion was detected), Methfessel et al [63] provide a

technique for dealing with such dispersion. An outline of their approach will be presented

here for completeness. The Brillouin zone integrals with which we are concerned are of the
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Figure 3.13: Convergence of the optical dielectric constant of Diamond: Calculation

details as before. There is no smearing. The black curves show the imaginary part of the

dielectric function � (!) and the red curves show the real part. The convergence is rapid,

and the calculation is nearly converged with 16 k-points. The 32, 64, and 128 k-point

calculations are practically indistinguishable
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of the Brillouin zone of the primitive

cell. There is no smearing. The red curve is a calculation using no conduction bands,

while the black curve is with twenty.

form:

F (") =

Z

BZ

u(k)�("� E(k))d

3

k; (3.33)

which may be expressed as the surface integral over the constant energy surface S,

F (") =

Z

S

u(k)dS

jrE(k)j

: (3.34)

The function u(k) may be a transition probability, for example, u(k) =

�

�

�h	

i

j

^

Oj	

f

i

�

�

�

2

.

Now, given that within any sub-cell E(k) is expanded to second order only, jrE(k)j is

known only to �rst order. Hence, it makes little sense to expand u(k) (which is assumed

to be smoothly varying, beyond �rst order. Hence, u(k) can be written:

u(k) = u

o

+m

T

k (3.35)
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And so:

F (") = u

o

R

BZ

�("� E(k))d

3

k+m

T

R

BZ

k�("� E(k))d

3

k

= u

o

D(") +m

T

S(")

(3.36)

Retaining only the term u

o

D(") has been the approach taken in this work, simply taking

the DOS contribution for the sub-cell and multiplying by the matrix element evaluated at

the expansion point. The correction consists of the termm

T

S("). Many di�erent Brillouin

zone integrations can be performed for di�erent functions u(k) with a single evaluation of

D(") and S("). The paper by Methfessel et al [63] describes how to calculate the vector S(")

in a similar, but rather more straightforward fashion to the evaluation of D(") described

in Appendix B.



Chapter 4

The ELNES matrix elements

As shown in Chapter 2 the matrix elements that determine the rate of inelastic scattering

of electrons are given by:

M

i!f

(q) = h	

f

je

iq:r

j	

i

i; (4.1)

where j	

i

i and j	

f

i are the initial and �nal electronic states respectively. In the case of

ELNES, the initial state is a core state localised on a single site and so it is this matrix

element that gives ELNES its site selectivity. The exponential can be expanded as a Taylor

series:

M

i!f

(q) = h	

f

j1 + iq:r+ � � � j	

i

i (4.2)

Since the initial and �nal states are orthogonal, the well known dipole approximation for

small q is obtained. This leads to symmetry selection rules | the dipole selection rules [98]

| in which the orbital angular momentum can change only by �1 between the initial to

�nal states. Thus, the ELNES is often thought of as a site selective symmetry projection

of the density of states. Calculation of the DOS is examined in Chapter 3. This chapter is

concerned with the evaluation of M

i!f

(q) in the solid state, within the framework of the

planewave pseudopotential method described in Section 2.2.

This work di�ers from many previous approaches to the calculation of ELNES in that,

as discussed in Section 4.1, the matrix elements are directly evaluated, the symmetry pro-

jections arising as a natural consequence. Section 4.2 describes the multipole expansion of

M

i!f

(q), which may well be important for future calculations, as demand develops for a

more quantitative theory develops that goes beyond the dipole approximation. However,

the dipole approximation is adopted for the rest of this work. The second half of the chap-

59
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ter is concerned with the e�ect of the pseudopotential approximation on the evaluation of

the matrix elements. In Section 4.3 the problems associated with this approximation are

introduced and Section 4.4 discusses the nature of the core states. Sections 4.5 and 4.6

deal with the reconstruction of the all electron wavefunctions from the calculated pseu-

dowavefunctions and the subsequent evaluation of the ELNES matrix elements. A scheme

based on the Projector Augmented Wave method of Bl�ochl [11, 25] is employed. Finally,

in Section 4.7 it is pointed out that having reconstructed the all electron wavefunctions it

is straightforward to evaluate the all electron charge density, within the pseudopotential

(frozen core) approximation.

4.1 Direct evaluation of the ELNES matrix elements

The direct evaluation of the ELNES matrix elements appears surprisingly rarely in the

literature. Most previous and current approaches [15, 102] use the dipole approximation.

The logic then runs | since the dipole approximation implies that the matrix elements

perform a site selective symmetry projection, it simply remains to divide the density of

states into s,p, and d local density of states (LDOS) | p-LDOS for a K-edge and s,d-LDOS

for L2,3 etc. This is a natural, or easy, approach for many electronic structure methods,

since the basis set employed is often written in terms of spherical harmonics located at the

atomic sites of the system (e.g. LMTO, LCAO, etc.), so the decomposition is performed

as part of the calculation. While this approach will reproduce much of the quality of a

spectrum, it will be de�cient in the quantitative prediction of the spectra. If the dipole

approximation holds then the angular integrals in the projections will be perfectly correct,

leading to the required symmetry selection rules. However, the radial integrals will be in

error (the radial projector will have a signi�cantly larger spatial extent than the actual

core state from which the excitation is taking place). Not only will the total cross section

be numerically incorrect, so will the energy dependence of the matrix elements. Further,

this problem is compounded for the L2,3 edges. In this case, the excitation occurs from a

2p core level and the dipole allowed channels are the s and d projected �nal states. Since

the �nal spectrum will be a mixture of the s and d-LDOS, it is essential to know the ratio

in which they should be added. This is obtained if the matrix elements are evaluated but

not otherwise. While the angular momentum decomposition is straightforward in most

non-planewave codes, it is correspondingly more di�cult to perform the direct evaluation

since the wavefunctions are not represented simply. This could explain the reluctance to
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depart from this straightforward decomposition.

Once the �nal electronic states are known, and they are output from a planewave

pseudopotential CASTEP calculation, and provided that the core states are assumed to be

little di�erent from their atomic form, it is straightforward to evaluate Equation 4.1. The

�nal states are Bloch functions, which in the planewave approach are expanded as follows:

hrj	

f

i =

X

G<G

cut

C

G

e

i(k+G):r

; (4.3)

where G is a reciprocal lattice vector, and k is the k-point at which the matrix element is

to be evaluated. The initial states are localised on each atomic site (see Section 4.4 below)

and are written as:

hrj	

i

i = �(r�R); (4.4)

where �(r�R) is an atomic core state centred at site R. So the matrix element can be

evaluated as:

h	

f

je

iq:r

j	

i

i =

X

G<G

cut

C

�

G

R

e

�i(k+G�q):r

�(r�R)d

3

r

= e

�i(k�q):R

X

G<G

cut

C

�

G

e

�iG:R

~�(q�G� k);

(4.5)

where ~�(q) =

R

e

iq:r

�(r)d

3

r is tabulated for each core type and a polynomial interpola-

tion is performed as required, in much the same way as for the non-local pseudopotential

projections.

4.2 Multipole expansion

Given that any evaluation of an inelastic cross section will involve some integration over

the momentum transfer (see Chapter 2) in principle M

i!f

(q) must be known for many

values of q. It would be extremely costly to re-evaluate M

i!f

(q) for each value of q in

the integration. Thus, some form of parametrisation is required. As mentioned above,

the most common approach is the dipole approximation. There is, however, no reason

to restrict investigations to this lowest order approximation. There has been interest in

the possibility of observing non-dipole e�ects in spectra, which are speculated to be more

accessible to EELS than X-ray Absorption Spectroscopy (XAS) due to the much greater

momentum carried by an electron of a given energy in comparison to a photon [31, 84].

A natural approach might be to simply parameteriseM

i!f

(q) by using a Taylor expan-
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sion to the required order. However, M

i!f

(q) is not a completely arbitrary function of q

and the Taylor expansion of e

iq:r

is known analytically. Inserting this into the expression

for M

i!f

(q) gives:

hf je

iq:r

jii = hf jii+ ihf jq:rjii �

1

2

hf j(q:r)

2

jii �

i

6

hf j(q:r)

3

jii+

1

24

hf j(q:r)

4

jii+ � � � (4.6)

Thus, the parameterisation is analogous to the familiar multipolar expansion of the matrix

element, hence the interpolation is driven by the underlying physics.

4.2.1 Extraction of dipole matrix elements

In order to demonstrate the development of the technique for the parameterisation of the

ELNES matrix elements, the dipole matrix elements are examined. If the assumption is

made that jqj is small enough that the dipole approximation is a good one, the matrix

element can be written as:

M(q) = hf je

iq:r

jii =M

0

+ iq

x

M

x

+ iq

y

M

y

+ iq

z

M

z

; (4.7)

where M

0

= hf jii and M

x

= hf jxjii etc. This can be written as a product between two

vectors:

Q(q) = (1; iq

x

; iq

y

; iq

z

)

M = (M

0

;M

x

;M

y

;M

z

)

M(q) = Q(q):M

(4.8)

The extraction of the matrix elements is equivalent to �nding the unknown vectorM. This

can be cast as a linear algebra problem:
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(4.9)

The vector M is found by inverting the matrix on the left. Clearly the momentum vec-

tors q

i=1;4

must be carefully chosen so that the matrix is invertible and that the dipole

approximation is good.

Once the vector M has been found, then the matrix element has been parametrised to

�rst order. For any q such that the original expansion is valid, the matrix element can be
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recovered, to within some small error, by forming the vector Q(q) for the new q and then

evaluating the scalar product with M:

M(q) = Q(q):M (4.10)

4.2.2 Higher order terms

The linear algebra approach is not vital in the simple example of the dipole matrix elements

given above, but for higher order parameterisations it becomes essential. The expansion

is now taken to the fourth order (and so the mono-, di-, quadro-, octo-, and 16-poles are

obtained). The required vector Q(q) is:

Q(q) = (1;

iq

x

; iq
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; iq

z

;

�

1

2

q

2

x

;�q

x

q

y

;�

1

2

q

2

y

;�q

x

q

z

;�q

y

q

z

;�

1

2

q

2

z

;

�

i

6

q

3

x

;�

i

2

q

2

x

q

y

;�

i

2

q

x

q

2

y

;�

i

6

q

3

y

;�

i

2

q

2

x

q

z

;�iq

x

q

y

q

z

;�

i

2

q

2

y

q

z

;�

i

2

q

x

q

2

z

;�

i

2

q

y

q

2

z

;�

i

6

q

3

z

;

1

24

q

4

x

;

1

6

q

3

x

q

y

;

1

4

q

2

x

q

2

y

;

1

6

q

x

q

3

y

;

1

24

q

4

y

;

1

6

q

3

x

q

z

;

1

2

q

2

x

q

y

q

z

;

1

2

q

x

q

2

y

q

z

;

1

6

q

3

y

q

z

;

1

4

q

2

x

q

2

y

;

1

2

q

x

q

y

q

2

z

;

1

4

q

2

y

q

2

z

;

1

6

q

x

q

3

z

;

1

6

q

y

q

3

z

;

1

24

q

4

z

)

Finding a set of q-points that give rise to an invertible matrix requires some trial and error

at high order. The following is a suitable set of such q-points:

q

1

=�(0,0,0) q

2

=�(1,0,0) q

3

=�(0,1,0) q

4

=�(0,0,1) q

5

=�(-1,0,0)

q

6

=�(0,-1,0) q

7

=�(0,0,-1) q

8

=�(2,0,0) q

9

=�(0,2,0) q

10

=�(0,0,2)

q

11

=�(-2,0,0) q

12

=�(0,-2,0) q

13

=�(0,0,-2) q

14

=�(1,1,0) q

15

=�(0,1,1)

q

16

=�(1,0,1) q

17

=�(-1,1,0) q

18

=�(0,-1,1) q

19

=�(-1,0,1) q

20

=�(-1,-1,0)

q

21

=�(0,-1,-1) q

22

=�(-1,0,-1) q

23

=�(2,2,0) q

24

=�(0,2,2) q

25

=�(2,0,2)

q

26

=�(-2,2,0) q

27

=�(0,-2,2) q

28

=�(-2,0,2) q

29

=�(2,1,0) q

30

=�(0,2,1)

q

31

=�(2,0,1) q

32

=�(1,1,1) q

33

=�(-1,1,1) q

34

=�(1,-1,1) q

35

=�(1,1,-1)

The magnitude of � is chosen to be small enough that the expansion to fourth order is

valid, but not so small as to cause numerical inaccuracies.

4.2.3 Tests of the multipole expansion

The results of a test of the multipole expansion are presented in Figure 4.1. The �nal

states in the matrix element are derived from a pseudopotential calculation, and so are not
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Figure 4.1: A test of the multipole expansion. The blue curves are directly evaluated,

and the red ones extracted from the multipole expansion. The calculation is performed at

the �-point of Diamond, and 14 bands are presented (degeneracy is present). The matrix

element is

p

jxj

2

+ jyj

2

+ jzj

2

to take the arbitrary orientation of degenerate states into

account. An � of 1

�

A

�1

for the sample points was used. The expansion to fourth order

appears to be valid up to q = 4

�

A

�1

.

necessarily orthogonal to the core states (in this case the 1s level). This is evident from

the non-zero monopole terms for some of the states. In Table 4.1 it is clear that (once

the monopole terms are dropped) the dipole term indeed dominates for small q. However,

for q not much greater than unity higher order transitions do become important. For

100keV incident electrons, and the Diamond K-edge at about 285eV, q

min

� 0:25

�

A

�1

and

q

max

� 1:6

�

A

�1

for a 10mrad collection angle. However, the

1

q

4

weighting of the cross-section

ensures that non-dipole e�ects will be small for Diamond.

4.2.4 The dipole approximation

Given the conclusions of the previous section, under current experimental conditions |

at least for Diamond | the dipole approximation is su�cient to provide quantitative

prediction of the ELNES spectra. For the rest of this work the dipole approximation will

be applied, despite the techniques being available to go to higher order. While it appears

that the non-dipole e�ects must have some quantitative e�ect on the inelastic cross-section,
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Band # Monopole Dipole/

�

A

�1

Quadrapole/

�

A

�2

Octopole/

�

A

�3

16-pole/

�

A

�4

1 0.1560 0.0000 0.0114 0.0002 0.0020

2,3,4 0.0000 0.0359 0.0011 0.0042 0.0006

5,6,7 0.0000 0.0330 0.0013 0.0037 0.0005

8 0.2700 0.0000 0.0148 0.0002 0.0018

9 0.1740 0.0000 0.0091 0.0002 0.0009

10,11 0.0000 0.0000 0.0046 0.0001 0.0015

12,13,14 0.0000 0.0113 0.0016 0.0010 0.0004

Table 4.1: Comparison of multipolar terms at the �-point of Diamond, and 14 bands are

presented (degeneracy is present). The �gures are supposed to represent the \magnitude"

of each term | this is hard to de�ne, the choice is taken to form, for example, for the

dipole term

q

jM

x

j

2

+ jM

y

j

2

+ jM

z

j

2

. Some monopole terms are non-zero since the �nal

states derive from a pseudopotential calculation.

the current state of theory and experiment does not justify the complications involved in

their inclusion. For example, core hole e�ects on the threshold intensities have yet to be

systematically included (although substantial progress towards this is presented in Chapter

5). As theory and experiment will move on, it is important to have shown that there is no

barrier to the inclusion of higher order multipole e�ects in the future.

The investigation of non-dipole e�ects in the future will be highly desirable [31]. Non-

dipole transitions will give access to states with new symmetries | allowing a more com-

plete picture of the unoccupied electronic states. However, large momentum transfers are

required to get appreciable non-dipole contributions, and these high momentum transfers

lead to low counting rates and hence di�culties in the extraction of the signals. Suc-

cess in this experimental endeavour will clearly set EELS apart from X-ray absorption

spectroscopy.

4.3 The pseudopotential approximation

If an all electron calculation has been performed then all the information required for

the evaluation of the ELNES matrix elements would be known | both the initial and

�nal states would have been calculated (even if the core states had been constrained by

a frozen core approximation). In this work, however, the pseudopotential approach has

been employed. This introduces some very speci�c problems. Namely, the core levels are

excluded from the electronic structure calculation and so the initial states are in principle
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unknown and the pseudowavefunctions within r

c

of the ions bare no resemblance to the

true all electron valence wavefunctions as illustrated in Figure 2.4.

4.4 The nature of the core states

A pseudopotential calculation explicitly neglects the core states. This can be a very good

approximation for calculations concerned with the total energy, or electronic properties of a

system which are dependent only on the valence and conduction bands such as the optical

properties which will be discussed in Appendix C. However, some physical properties

depend explicitly on the core states. Obvious examples are the core-level spectroscopies,

including EELS, the focus of this work, where the core state is one of those involved in

the absorption or emission process. Some thought must be given to the questions: can

the properties be calculated within the pseudopotential approximation, and if so | how

should the core levels be represented?

4.4.1 Why might we expect to get away with pseudopotentials?

This is really a question of how well the frozen core approximation holds. If the pseudopo-

tential works at all, and the potentials are transferable, then it follows that those states

which are treated as core states during the construction of the pseudopotential contribute

little to the bonding. While core level spectroscopy depends fundamentally on the core

levels, those core levels will di�er very little from those in the free atomic environment.

Some properties, for example core-level shifts, depend on the small changes in the core

states in the solid state. Since such changes are small, it should be possible to treat them

in a perturbative framework [72].

4.4.2 The choice of core states

The core states in a solid will not di�er substantially from atomic core states placed at each

site. But, since we are concerned with periodic systems we know that the wavefunctions

must be Bloch functions (i.e. 	

k

(r) = e

ik:r

u

k

(r), where u

k

(r) is cell periodic). Within

the tight-binding approximation | expected to hold very well in the regime of weakly

overlapping core states | the approximation to the core states is given by:

	

k

(r) =

X

R

i

e

ik:R

i

�(r�R

i

) (4.11)
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where a single atom per unit cell is assumed for simplicity. It is clear that within the

tight-binding approximation the phase of the wavefunction is constant across each atomic

site, the phase changes required according to the k-point occuring in the interstitial region.

This is clearly shown in Figure 4.2, which displays the results of an all electron planewave

calculation for the 1s core states of a �ctitious Carbon system.

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

Distance/Angstrom

0

π/4

π/2

3π/4

π

5π/4
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P
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Figure 4.2: The spatial phase variation of a Carbon 1s core state. The system used

was a single Carbon atom in a 2.5

�

A simple cubic cell, and the potential was a Z=6

Coulomb potential and a 9000eV cuto� was applied to the planewave basis set. The core

wavefunctions were evaluated at a k-point k = (0; 0; 1=8) in units of reciprocal lattice

vectors. The plot consists of the magnitude (solid black line) and phase (red dots) of the

1s band evaluated along the z-axis direction starting from the origin | which coincides

with one of the atoms. The phase is ill de�ned in the regions where the wavefunction

tends to zero. Note the increment of phase by �=4 from site to site in the interstitial

regions | expected at k = (0; 0; 1=8), and the constant phase where the wavefunctions

are non-zero.
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4.4.3 Conservation of crystal momentum

In the tight-binding approximation the core states remain extended states | there is a

coherent phase relationship between the states on di�erent sites, even though the core state

is highly localised on each site. This implies that any core level excitation must conserve

crystal momentum (as do valence-conduction optical excitations). This can seen as follows.

Writing hrj	

f

i = e

ik

f

:r

u

f

(r) and hrj	

i

i =

P

j

e

ik

i

:R

j

�(r�R

j

):

M

i!f

=

X

j

e

i(k

i

�k

f

+q):R

j

| {z }

crystal momentum conservation

Z

e

i(q�k

f

):x

u

�

f

(x)�(x)d

3

x

| {z }

site and symmetry projection

; (4.12)

where x = r �R

j

and the cell periodicity of U

f

(r) is utilised. The sum and the integral

are independent, and may be evaluated separately. The site and symmetry projection is

carried out by the integral. Crystal momentum is conserved by the sum, which is zero

unless k

i

� k

f

+ q is a reciprocal lattice vector.

However, this conservation of crystal momentum has no easily observable consequences.

For a given q and k

f

, k

i

can be found so that the crystal momentum conservation condition

is satis�ed. Since the core states are practically non-dispersive, and the integral has no

dependence on k

i

the resulting matrix element will be the same as that had the core states

been treated as isolated states on each site (instead of the extended tight-binding states).

This means that there is no need to be concerned as to whether the core states are extended

or not in reality. This is an important point, and appears to have been assumed rather than

stated in previous work [102]. The prevalent interpretation holds, that the core excitation

occurs from a particular atom in the system, giving EELS its site selectivity, even though

the formulation is in terms of periodically extended core states. It is also clear that it is

important to have chosen the (correct) tight-binding form of the core states. In general,

other choices would result in a dependence on k

i

in the integral.

4.5 Reconstructing the wavefunctions

There are several schemes in the literature for the reconstruction of the full all electron

wavefunctions from the corresponding pseudowavefunctions [8,25,33,64,94,97]. Each of the

di�erent schemes entail varying degrees of computational expense and e�ort of implemen-

tation. The aim should be to recover the majority of the correction to the wavefunctions

and derived quantities with maximum simplicity. In some sense, there is a case for not
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doing anything. The most signi�cant e�ect of the dipole matrix element is to introduce

the dipole selection rules. Thus, the correct angular integrals will be performed | and

so the symmetry projections are produced if the dipole matrix elements between atomic

core states and pseudowavefunctions are evaluated. However, for truly quantitative results

some form of correction must be applied.

Several of the approaches go too far for our requirements | accurately resolving within

the core radius [33, 64, 94, 97]. Another approach is to orthogonalise the pseudowavefunc-

tions to the core states of a free atom. This approach has been used in the past (with

empirical pseudopotentials [33]) and recently by Bellaiche and Kunc in the calculation of

Compton pro�les for Lithium Hydride [8]. It was also adopted in the preliminary EELS

calculations using CASTEP which were performed by Brohan [15], and in the initial stages

of this work. However, this procedure proved to be unsatisfactory. Problems arise because

the orthogonalisation procedure is not uniquely de�ned, and there are numerical instabil-

ities related to the reorthogonalisation and normalisation up through the bands. Instead,

the simple and elegant Projector Augmented Wave approach is employed.

4.6 The Projector Augmented Wave approach to the

reconstruction

The Projector Augmented Wave (PAW) approach to the reconstruction of the all electron

wavefunction is based on the electronic structure method developed by Bl�ochl [11]. The

central observation that underlies the technique is that the pseudowavefunction is correct

beyond the core radius of the pseudopotential, and that the core radius r

c

is chosen so

that the potential | to within a constant shift | is essentially atomic within it (if this

were not the case, and the neighbouring atoms had an e�ect, then the potential would

not be transferable). So, the wavefunction need only be corrected within r

c

. Since the

potential is approximately atomic near the nucleus, the wavefunction can be expanded in

terms of the all electron partial waves (eigenstates of the atomic potential) within r

c

. For

an isolated atom only a single partial wave would be required for each state (the boundary

conditions at r

c

being trivially matched), but in the solid state the boundary conditions

are altered by the inuence of neighbouring atoms and a superposition of the partial waves

is required to match them. At the same time as the addition of the all electron partial

waves, the corresponding pseudo-partial waves must be subtracted. Since the full and

pseudo- potential partial waves match beyond r

c

(at least for the reference states used
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in the construction of the pseudopotential) the wavefunction should clearly be unchanged

beyond r

c

. The weights required for the superposition are determined by suitable projectors

localised within r

c

. This, and details of the implementation of the PAW reconstruction are

discussed in Section 4.6.1.

This PAW reconstruction approach was originally suggested by Van de Walle and Bl�ochl

for the calculation of hyper�ne parameters of defects in semiconductors [25]. While the

hyper�ne parameters are critically dependent on the electron wavefunctions at (or close to)

the nucleus, the authors recognised the importance of using a pseudopotential approach

for much the same reasons that motivate this work: which is that all electron methods,

such as linear-mu�n-tin-orbital (LMTO) or full-potential linearised augmented-plane-wave

(FLAPW) methods are greatly restricted by the type, symmetry and size of the system to

be investigated.

4.6.1 The theory

In the following, a tilde indicates a pseudo-quantity | for example j

~

	i, and an absence of

a tilde denotes the all electron equivalent. The all electron wavefunction j	i is expressed

as a superposition of the corresponding pseudowavefunction j

~

	i and the partial waves of

the isolated full and pseudo- potentials | j�i and j

~

�i respectively:

j	i = j

~

	i+

X

i

(j�

i

i � j

~

�

i

i)ho

i

j

~

	

i

i (4.13)

The index i refers to both site and partial wave. In principle it runs over the entire partial

wave spectrum, starting at the �rst pseudo-partial wave | the all electron core states are

not included. A projector jo

i

i is chosen so that the pseudowavefunction can be expressed

as:

j

~

	i =

X

i

ho

i

j

~

	

i

ij

~

�

i

i; (4.14)

for r < r

c

. A cuto� function f(r) | to be chosen later | is employed to ensure that the

weights are appropriate to the core region. The projector jo

i

i is then written as:

jo

i

i =

X

j

f j

~

�

j

i�

ji

(4.15)
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To ensure adherence to Equation 4.14 the following condition is applied:

ho

i

j

~

�

j

i =

X

k

�

ik

h

~

�

k

jf j

~

�

j

i = �

ij

; (4.16)

which implies that:

�

ij

= (S

�1

)

ij

; (4.17)

where S

ij

= h

~

�

i

jf j

~

�

j

i. The inclusion of the cuto� function f(r) causes �

ij

to deviate from

�

ij

in general | i.e. the j

~

�

i

i are not orthonormal within the cuto� region.

Following Van de Walle and Bl�ochl [25], the formalism is simpli�ed by making a de�nite

choice for f(r) | namely, it is unity for r < r

c

and zero otherwise. Restriction to a single

partial wave per site and angular momentum leads to �

ij

being diagonal. In practice, the

partial waves are restricted to those reference states used in the pseudopotential generation.

This ensures that j�

i

i and j

~

�

i

i are identical beyond r

c

. The numerical value of �

ij

can be

taken into account by rede�ning the partial waves. They are split in the following fashion:

j�i = j�

0!r

c

i+ j�

r

c

!1

i; (4.18)

where j�

0!r

c

i is exactly j�i within r

c

but zero elsewhere. The states are then renormalised:

j�

0

i = j�

0!r

c

i=

q

h�

0!r

c

j�

0!r

c

i (4.19)

The �nal form of the simpli�ed reconstruction scheme is:

j	i = j

~

	i+

X

i

(j�

0

i

i � j

~

�

0

i

i)h

~

�

0

i

j

~

	i (4.20)

The pseudowavefunctions j

~

	i are obtained from a planewave pseudopotential CASTEP

electronic structure calculation, and h

~

�

0

i

j

~

	i are evaluated using the method described in

Section 4.1 (with q = 0). The corrected dipole matrix element can then be evaluated:

h�

c

jr

�

j	i = h�

c

jr

�

j

~

	i+

X

i

(h�

c

jr

�

j�

0

i

i � h�

c

jr

�

j

~

�

0

i

i)h

~

�

0

i

j

~

	i; (4.21)

where j�

c

i is the atomic core state from which the excitation takes place, and � = x; y; z.

h�

c

jr

�

j

~

	i are the dipole matrix elements evaluated in Section 4.2.1. (h�

c

jr

�

j�

0

i

i�h�

c

jr

�

j

~

�

0

i

i)

can be evaluated once (in real space) for each pseudopotential used. It should be empha-

sised that the pseudowavefunction matrix elements are corrected, as opposed to evaluating
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the correct matrix elements from reconstructed all electron wavefunctions which would

presents a problem of representation because of the need to simultaneously describe the

smooth bonding regions of the wavefunctions and the rapidly oscillating core regions, which

is one of the fundamental electronic structure problems.

4.6.2 Limitations

There is a valid concern that the simpli�cation of the formalism applied above (speci�cally

the restriction to a single partial wave per angular momentum state) will begin to fail

for states high above the threshold (as nodes begin to arise within r

c

). In principle, the

remedy would simply be to include more partial waves. However, contrary to the suggestion

by Van de Walle and Bl�ochl [25], the full and pseudo- potential partial waves generally

do not match beyond r

c

throughout the entire atomic spectrum. This condition is only

strictly enforced for the reference states used in the pseudopotential generation. This is of

no consequence for their work | which was concerned only with the occupied electronic

states. It does, however, complicate the extension of the PAW reconstruction scheme to

higher energies. It also implies that the CASTEP pseudowavefunctions for the highly

excited states are strictly incorrect beyond r

c

. This is well known | but it is generally

hoped that it is a small problem. In fact Figure 4.4 suggests that this is indeed the case,

for Carbon at least, since the all electron and pseudo DOS agree up to about 40eV above

the threshold. But strictly this is a comparison of eigenvalues rather than wavefunctions.

A future remedy would be to construct pseudopotential which themselves have more than

a single projector per angular momentum, with reference states at higher energies.

It is also obvious that the PAW approach is an approximation | it does not take

core relaxation into account since it assumes an atomic-like potential within r

c

. This

approximation is consistent with the pseudopotential approximation and is expected to be

valid.

4.6.3 Free atom tests of the PAW approach

A test of the PAW reconstruction scheme in the limit of an isolated atom is shown in

Table 4.2. Isolated Carbon and Silicon atoms are modelled by placing a single atom in a

large supercell 10

�

A on a side. In Carbon the 2p pseudowavefunction is very similar to its

all electron counterpart (see Figure 4.3), and hence the correction of the 1s!2p matrix

element is small. This should be contrasted to the case of the 1s!3p transition in Silicon.
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Figure 4.3: Comparison of all electron and pseudowavefunctions for Carbon and Silicon

free atoms. Left: Carbon | R

c

= 1:4au Right: Silicon | R

c

= 1:8au, where R

c

is the

core radius. In both cases, notice that the all electron and pseudowavefunctions agree

| as they should | beyond R

c

. Also, the Carbon 2p wavefunctions are very similar for

the full potentials and pseudopotentials. This explains why such a small correction is

required for the Carbon K-edge (i.e. 1s!2p transition). The same can be seen to apply

to the Silicon 3d wavefunctions.

CASTEP All electron

Uncorrected Corrected

Carbon

1s! 2p 0.03997 0.04313 0.04316

Silicon

1s! 3p 0.00065 0.00472 0.00471

2s! 3p 0.06207 0.03164 0.03168

2p! 3s 0.09308 0.05213 0.05196

2p! 3d | | 0.05262

Table 4.2: Reconstruction of atomic dipole matrix elements using the PAW approach.

The CASTEP calculations are performed using the pseudopotential approximation and

a supercell of 10

�

A to model the isolated atom. The Carbon pseudopotential had a core

radius of 1.4au, and the Silicon, 1.8au. The reconstructed matrix elements compare well

with those evaluated from an all electron real-space calculation. Note that the correction

for Carbon is small. Tests show the CASTEP results to be converged with respect to cell

size and cuto�, and so remaining errors are presumably caused by numerical inaccuracies.

It was not possible to �nd Silicon 3d states using the supercell approximation. The units

are

�

A

�1

.
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Figure 4.4: All electron total DOS (left) and K-edge (right) for Diamond, compared to

a pseudopotential calculation. The dotted lines indicate the top of the valence band.

4.6.4 Application to the solid state

Testing the evaluation of the ELNES matrix elements in the solid state presents a problem.

In the free atom case it is relatively straightforward to produce the all electron wavefunc-

tions and hence matrix elements for reference. The pseudopotential approach was devel-

oped precisely because handling the core regions of the wavefunctions in the solid state is a

challenging problem. While there are all electron electronic structure techniques available,

it is advantageous to use the same code as the one used to do the pseudopotential calcula-

tions | changing the pseudopotential to the bare Coulomb potential. This allows a more

direct comparison to be made, minimising the problems of di�erent implementations and

basis sets. Planewave all electron calculations are very costly. They are possible, but the

system size and type are severely restricted, to the smallest cells and to �rst row elements.

Fortunately, this is su�cient to validate and test the accuracy of our methodology. The

matrix elements for dipole allowed transitions at the �-point of Diamond calculated from

an all electron calculation (9000eV cuto�) and a pseudopotential calculation are compared

in Table 4.3. There is evidence in the transitions from 1s! Bands 12,13,14 that the PAW

correction is insu�cient at higher energies, as suggested in Section 4.6.2, indicating that

more partial waves per angular momentum should be included.

In Figure 4.4 the calculation is performed for the full spectrum of states. The fact

that DOS agrees well to at least 40eV above the Fermi level o�ers support to the use of



4. The ELNES matrix elements 75

pseudopotentials (constructed for use in the valence band) up into the conduction band

in contrast to the expectation of Zeller [104] who suggests that the energy dependence of

pseudopotentials was such that they would be of no use for the investigation of unoccu-

pied electronic states. The small discrepancies below the Fermi level are possibly due to

insu�cient convergence of the all electron calculation at the 9000eV cuto� (the Coulomb

potential causes slow convergence) or inaccuracies in the pseudopotentials. Note that the

all electron calculations are computationally intensive, and the evaluation of the DOS in

this case would be impossible without the e�cient Brillouin zone integration scheme pre-

sented in Chapter 3. In this case, 16 k-points were used, and the resulting DOS smeared

with a smearing Gaussian of width 0.25eV. Figure 4.4 also compares an all electron K-edge

spectrum with that calculated using a pseudopotential, with and without the PAW correc-

tion. On application of the correction, the agreement is very good within the valence band,

but gets progressively worse at higher energies, again providing evidence for the need for

more partial waves. It is unfortunate that the correction required is not very dramatic,

but the planewave all electron calculations are restricted to �rst row elements, which only

have K-edges, and, as mentioned above, Figure 4.3 shows the pseudo- and all electron

p-wavefunctions to be very similar | hence only a small correction is required in this case.

The energy dependence of the PAW correction to the matrix elements for Diamond and

Silicon are shown in Figures 4.5 and 4.6 respectively | the ratio between the corrected

and uncorrected K-edges being plotted alongside the K-edges themselves. The variation

is smoothly varying, but as expected the magnitude of the correction is much larger for

Silicon than Diamond. The magnitude of the fractional correction actually decreases with

energy. This should be treated as suspicious. Table 4.3 shows that on comparison to the all

electron matrix element, the correction actually should increase. This is further evidence

of the requirement for the inclusion of more partial waves per angular momentum. The

ratios would then no longer vary monotonically. The more complicated situation that

1s!Band # Uncorrected Corrected All electron Un/All

1s!2,3,4 0.0359 0.0388 0.0387 1.078

1s!5,6,7 0.0330 0.0355 0.0358 1.085

1s!12,13,14 0.0113 0.0120 0.0127 1.123

Table 4.3: Matrix element correction at the �-point of a Diamond primitive cell. The

matrix element used is

q

jxj

2

+ jyj

2

+ jzj

2

. The units are

�

A

�1

. Bands 12-14 lie about

50eV above bottom of valence bands at �-point
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Figure 4.5: Diamond K-edge | before and after correction. The dotted line indicates

the top of the valence band.

occurs for the Silicon L2,3-edge is shown in Figure 4.7. Through the dipole selection

rules, the edge should be a mixture of s and d projected LDOS. Figure 4.3 shows that the

3d pseudowavefunction di�ers very little from the all electron one, while the 3s is quite

di�erent. Thus, a large correction in only expected where there is signi�cant s-contribution.

The correction is essentially constant below the Fermi level, indicating the projected DOS

contains predominantly s-like states and very few d-like ones. Above the Fermi level the

correction varies strongly with energy, indicating an energy dependent ratio of s to d-

like states. The correction tends towards unity at higher energies, as the edge becomes

d-dominated.

4.7 All electron charge density

Having reconstructed the all electron wavefunctions, it is trivial to extend the PAW method

to the reconstruction of the all electron charge densities, within the pseudopotential ap-

proximation. This is of interest to those involved in the measurement of X-ray scattering
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Figure 4.6: Silicon K-edge | before and after correction. The dotted line indicates the

top of the valence band.
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Figure 4.7: Silicon L2,3-edge | before and after correction. The dotted line indicates

the top of the valence band.
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factors etc. [82]. The total charge density is given by:
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The all electron charge density �

solid

(r) is given by adding the atomic core charge densities

at the appropriate sites �

core

(r) to the pseudo-charge density ~�

solid

(r). The correction is

applied by replacing the pseudo-charge density within r

c

by the all electron one. Since

j�

0

i

i and j

~

�

0

i

i are zero beyond r

c

the charge density is unchanged outside the core regions

(as required). Since only valence and core electrons contribute to the charge density, the

formalism presented above is expected to give accurate results, at least consistent with the

pseudopotential approximation. No higher partial waves are expected to be required in

general.



Chapter 5

Core hole e�ects

In this chapter the planewave pseudopotential approach to the calculation of Energy Loss

Near Edge Structure (ELNES) is applied to a selection of well characterised systems.

Preliminary calculations for these systems found that the straightforward application of

the \sudden" approximation (see below) leads to poor agreement with experiment close

to the threshold. The correction of these de�ciencies has required a more detailed look at

the excitation process, and to the inclusion of so-called \single particle" core hole e�ects,

namely the e�ects due to the interaction between the core hole and the excited electron

which can be treated by single particle electronic structure methods.

The technical developments in Chapters 3 and 4, and the use of the planewave pseu-

dopotential approach have allowed the systematic study of single particle core hole e�ects.

Accurate Brillouin zone integrations and ELNES matrix elements, together with the ro-

bust convergence properties of the planewave pseudopotential approach (see Appendix A)

permit deviations between the theoretical spectrum and experiment to be attributed to

physical e�ects omitted in the theoretical description as opposed to artifacts of the calcu-

lation. The importance of this has been pointed out by Rez et al [81].

In Section 5.1 the physics underlying the single particle core hole e�ects is introduced,

and then in Section 5.2 the details of performing the supercell calculations are described.

The result of core hole calculations for Diamond, Graphite and cubic Boron Nitride are pre-

sented in Section 5.3. Greatly improved agreement with experiment is found in comparison

with calculations performed within the sudden approximation.

79
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5.1 Single particle core hole e�ects

This section discusses the physics behind the single particle core hole e�ects, and some

background to the investigation.

5.1.1 What is not calculated?

It is important to distinguish the e�ects of the interaction between the core hole and

the ejected electron that are treated in the approach to be presented from those which

are ignored. All many-body e�ects, deriving from the coupling of the core hole and the

excited electron which lead to multiplet structure [103] are ignored in this single particle

approach. For example, this precludes the explicit calculation of the splitting in the L2,3

edges and the non-statistical ratios in intensity between transition metal white lines. The

current investigation is simpli�ed by placing the emphasis on K-edges, for which transitions

originate from 1s core states. Initial attempts to combine bandstructure and multiplet

calculations are described by Moreau et al [66].

5.1.2 The excitation process | a consideration of timescales

There is no hope of following the actual time dependent evolution of the core electron

into its �nal excited state | which would, in principle, be the correct approach to the

calculation of absorption spectra. As in the case of ab initio molecular dynamics where the

electron and ionic co-ordinates are decoupled (in the Born-Oppenheimer approximation

[13]), considerable simpli�cations can be made if the timescales for the various responses

of the system can be separated.

As the core electron evolves from its initial to �nal state a number of things could be

expected to happen to the system. Having removed an electron from the core, the electronic

and ionic system will no longer be in their ground-state, and both will experience forces.

Clearly, in any model of the core hole e�ects it is crucial to determine which parts of the

system must be relaxed before attempting to calculate the ELNES. So, it is important to

know on what timescale the excitation occurs, and how long the respective relaxations of

the electronic and ionic systems take.

The time taken for the excitation of the core electron into its �nal state can be estimated

from a knowledge of the approximate size of the �nal state and corresponding velocity of

the excited electron. Assuming the �nal state to be of the order of 1nm in size, and that the

velocity is close to the Fermi velocity at the threshold (i.e. about 10

6

ms

�1

) an excitation
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time is estimated to be of the order of �

excite

� 10

�15

s. The screening time for the electronic

system is related to the plasmon energy, since it is the plasmons which give the response

of the electronic system to a sudden \kick" | in this case the removal of a core electron.

So, �

screen

� �h=E

p

� 10

�17

s. The lattice responds much more slowly (being more massive),

and the timescale is related to the Debye temperature | �

lattice

� 2��h=k

b

�

D

� 10

�14

s.

It can be seen that these timescales are well separated. In the time taken for the

excitation of the core electron to take place the electronic system has time to respond,

but the more massive lattice is essentially �xed in its groundstate con�guration. This is

good news from the perspective of using ELNES as a probe of microstructure. It would

be unfortunate if the process of the measurement disorted the very microstructure that is

of interest. In the remainder of this chapter, the extent to which the valence electrons can

screen the core hole is investigated.

5.1.3 A model of the single particle core hole e�ects

In this work the screening of the core hole by valence electrons is assumed to be instanta-

neous, and the excitation from the core state is assumed to be fast enough that the lattice

has no time to relax | the Frank-Condon principle [52]. The single particle core hole

e�ects are modelled by removing a single electron from the core state from which the elec-

tron is excited and then allowing the valence electrons to relax to their groundstate in this

new ionic potential. The core hole will then be screened in this approximation. The degree

of the screening depends on the zero frequency dielectric response of the material. For a

metal the screening will be almost complete, and the core hole e�ects on the unoccupied

states will be minor. For semiconductors the screening will be good, getting progressively

worse for insulators and so the core hole e�ects are expected to become more important.

Techniques exist for dealing with the two extremes of weak and strong core hole e�ects

and these are discussed in Section 5.1.5. For systems with moderate excitonic modi�cation,

neither perturbative nor atomic approaches are appropriate. In these situations the e�ects

of the core hole on the unoccupied electronic structure must be explicitly calculated.

On inclusion of the core hole e�ects the absorption threshold is expected to be altered

in the following way. As the core electron is ejected the nuclear charge will be partially

unscreened. This has the e�ect of pulling states in the conduction band down towards the

threshold energy, and causing a contraction of the wavefunctions at the threshold. Both

these e�ects will increase the spectral weight at the threshold. In extreme cases, bound

excitons will be formed, and may be pulled down below the continuum threshold to form
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discrete excitonic resonances.

5.1.4 Core holes in the presence of the swift electron

The situation is further complicated in the case of EELS due to the e�ect of the swift elec-

tron which causes the excitation of the core electron. On studying the di�erences between

the Carbon K-edge of Diamond measured by EELS and X-ray Absorption Spectroscopy,

Batson and Bruley [5, 7] concluded that the swift electron alters the potential seen by the

excited electron. The core hole enhancement of the threshold is reduced in an EELS exper-

iment. In fact, calculations of Silicon L2,3 edges by Weng et al [102] required no excitonic

enhancement at the threshold to obtain agreement with EELS data, while it is clear that

there should be some weak excitonic modi�cation in the absence of the swift electron since

Silicon is a semiconductor and the screening will be imperfect.

5.1.5 Other approaches to including core hole e�ects

For weak excitonic e�ects a \perturbative" approach such as the Clogston-Wol� method

[37, 90, 95, 100] gives very good results. In this approach the e�ect of the core hole is

parameterised by two numbers | the depth of the core hole (in energy) and the degree

of hybridisation between the orbitals introduced by the core hole. These two parameters

de�ne a transform between the unperturbed symmetry projected DOS and the modi�ed

DOS in the presence of the core hole. Initially, it was hoped that this method could be

extended to the case of moderate excitonic modi�cation. If the two parameters could be

found from a single �rst principles calculation and then turned out to be transferable, the

core hole e�ects could have been dealt with straightforwardly. However, it turns out that

in the case of moderate modi�cation the hybridisation parameter is a strongly varying

function of energy and so this approach failed.

It is possible to include core hole e�ects in the real space Green's function based multiple

scattering approaches to the calculation of ELNES or XANES. The potential at the site of

the excitation need simply be modi�ed for the core hole. However, it is well known that

the XANES approach fails at the threshold for many materials [61, 101, 105] | exactly

where the core hole e�ects are expected to be strong.

For very strong core hole e�ects, the �nal states are highly localised and the problem

essentially becomes atomic. In such situations, the thresholds can be modelled using atomic

multiplet theory (to take the many-body e�ects of the interaction between the core hole
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and excited electron into account), including a crystal �eld to describe the perturbations

introduced by the local atomic environment [96].

5.2 Performing a core hole calculation

This section describes the details of performing a core hole calculation, using the planewave

pseudopotential approach developed in this thesis.

5.2.1 The supercell approximation

Just one core electron at particular site is excited at a given time. This breaks the transla-

tional symmetry of the crystal. Since the planewave approach employs periodic boundary

conditions the supercell approximation must be applied to the calculation of core hole ef-

fects. The supercell is constructed by forming a large cell of the bulk material, and then

choosing one of the atoms in each cell to be excited (see Section 5.2.2 below). The core hole

is then screened by the valence electrons by performing a self-consistent calculation for the

charge density. This is then followed by a bandstructure calculation for the unoccupied

Kohn-Sham eigenstates (up to the energy to which the spectra is required). The spectra is

calculated by forming a density of states projected by ELNES matrix elements. However,

the calculation is performed for the excited site only. A new supercell calculation must be

repeated for each inequivalent site in the supercell. The supercell should, in principle, be

increased in size until the spectra converges | at this point the excited atoms in neigh-

bouring cells will have ceased to interact. This interaction between neighbouring excited

atoms is equivalent (in that it derives from the inability to deal computationally with an

in�nite number of atoms) to the problems cluster calculations have due to �nite size e�ects.

It should be noted that there is no increase in computational cost for including core

hole e�ects in the calculation of the ELNES for isolated impurities in a bulk system. The

supercell will already have been converged with respect to interaction between neighbouring

impurities, and so the core hole e�ects are introduced by simply replacing the potential of

the impurity to an excited one.

Ahuja et al [1] recognised that the use of a supercell restricts the number of electrons

available for screening (each cell has its own core hole to screen). A possible way to

accelerate supercell convergence is to inject some extra electrons into the system. However,

it appears unclear how to decide how many electrons would be needed from �rst principles,

so this approach is not taken here.
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5.2.2 Modelling the excited atom

The single particle core hole e�ects are modelled by performing an electronic structure

calculation for the perturbed electronic states. These new electronic states are obtained

by treating one of the atoms in a supercell as excited, lacking the core electron that has

been promoted to the conduction band. This excited atom could be described in a number

of ways as follows:

The Z+1 approximation

One could recognise that the removal of a single electron from a tightly bound core state

can be approximated by increasing the nuclear charge by one. This is the so called \Z+1"

approximation, and is widely used.

Constrained all electron calculations

Using an all electron electronic structure code it is straightforward to constrain the occu-

pation of one of the core states on the excited atom to be reduced by one.

The pseudopotential approximation to the core hole

In the case of the pseudopotential approach used in this work the core states are not explic-

itly calculated. Their e�ect on the electronic structure is described by the pseudopotential.

So, to model the excited atom an excited pseudopotential must be specially constructed,

reducing the occupation of the core level of the reference con�guration by one [59]. Two

di�erent excited pseudopotentials for Carbon were generated. The C*I potential is con-

structed using the atomic con�guration 1s

1

2s

2

2p

2

, i.e. the ejected electron is assumed to

be fully removed, while the C*II potential is constructed with the atomic con�guration

1s

1

2s

2

2p

3

, the ejected electron promoted to the 2p level.

Comparison of the Z+1 and pseudopotential approximations

Within the frozen core approximation, the excited pseudopotential approach and con-

strained occupation in the all electron calculation are both expected to lead to accurate

results. The Z+1 approximation is less accurate | it attempts to cancel out one of the

core electrons by placing an additional charge at the nucleus, and so clearly the spatial

variation of the resulting potential will be incorrect. For instance here is no distinction
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Figure 5.1: Comparison of the Z+1 approximation and two excited pseudopotentials

for the K-edge of Diamond. A 16 atom supercell was used, and a 0.5eV Gaussian smear

applied to the resulting spectra.

between 1s and 2p core holes in the Z+1 approximation. In Figure 5.1 a K-edge of Car-

bon in Diamond is shown using the Z+1 approximation (i.e. a Nitrogen pseudopotential),

and the two di�erent excited pseudopotentials, C*I and C*II. It is clear that the choice

of the potential does not change the location of the peaks in energy, but it does e�ect

the intensities of those peaks. The results for C*I and C*II are almost identical, and for

the rest of this work potentials of type I are used. There is no advantage in using the

less accurate Z+1 approximation since the excited pseudopotentials are straightforward to

generate. However, it is clear that the Z+1 approximation does yield useful results, and

so there is no need to dismiss the value of previous calculations based on it.

5.2.3 What to do with the excited electron?

During the excitation process the ejected core electron does not vanish from the system.

In some average and time dependent way, it will contribute to the screening of the exposed

nuclear charge. Given the current time independent approach to the absorption process,
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Figure 5.2: Charged vs. neutral supercell calculation for a 16 atom Diamond cell. A

0.5eV Gaussian smearing was applied to the resulting spectra. In the neutral cell, the

excited electron is included in the self-consistent calculation of the charge density.

some approximation must be made. The two simplest approximations are either to entirely

exclude the excited electron from the calculation, resulting in a charged supercell for an

originally neutral system

1

or to include it as an extra valence electron, and which is thus

able to participate fully in the screening of the core hole, resulting in a neutral supercell.

These can be thought of as two extreme cases. In the �rst case there is no screening due to

the excited electron. In the second case, the electron is allowed to relax to the ground-state

in the self consistent calculation of the charge density, presumably close to the core hole,

and so is expected to screen it highly e�ciently. In most cases, the �nal states will extend

over a relatively large region of space, and so less than full screening would be expected in

practice.

In Figure 5.2 the results of charged and neutral supercell calculations for Diamond are

compared. The results are broadly very similar and the energies of the peaks change very

slightly. However, the intensities of some features are observed to change. As the extra

1

In fact, in CASTEP charged supercells are made charge neutral by the addition of a compensating

background charge.
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screening electron is introduced in the neutral cell, the strength of the core hole is reduced

and so the �nal states are less con�ned, leading to a reduction in overlap in the transition

matrix element. Hence, the threshold intensity is expected to be reduced for the neutral

cell, as observed in the calculations. At higher energies (20eV from the threshold and

above) the two calculations agree closely.

The fact that the two alternative approaches give results that are so close to each

other, and that both are signi�cantly di�erent from the calculation performed without

a core hole suggests the core hole e�ects in the ELNES are not greatly sensitive to the

detailed theoretical description of the screening due to the excited electron, at least for

systems that experience moderate excitonic modi�cation. The \correct" result is expected

to lie somewhere between the two curves shown in Figure 5.2 and more likely closer to

the result for the charged supercell, since the �nal states are relatively extended. For

simplicity, in the rest of this work the excited electron is not included in the self consistent

calculation of the charge density. This avoids the need to deal with partially �lled bands.

It would be expected that the calculated thresholds for systems with very strong excitonic

modi�cation would require a much more careful treatment of the excited electron. Also,

as ever more quantitative calculations are required, further attention will have to be given

to the role of the excited electron, even in systems such as Diamond.

5.3 Application to bulk systems

In this section the results of single particle core hole calculations for a selection of materials

are compared to experimental electron energy loss spectra. The investigation is con�ned

to materials in which the excitonic modi�cation is expected to be signi�cant, and so could

not be treated by simple models for weak modi�cation, such as the Clogston-Wol� model

described in Section 5.1.5, but not extreme, in which case a more detailed understanding

of the excitation process is required, or an atomic multiplet approach should be used. In

Section 5.3.1 the K-edge of Carbon in Diamond is calculated and then in Section 5.3.2 Car-

bon is again studied, but this time in Graphitic form. This is a more complicated situation

since the material displays a large degree of anisotropy in the electronic structure. Finally,

in Section 5.3.3 the Boron and Nitrogen K-edges in cubic Boron Nitride are examined.
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Figure 5.3: Carbon K-edge in Diamond: The red curve is the calculated spectra for a

supercell of 16 atoms (2x2x2 primitive cell), one of which had an excited pseudopotential.

A 0.5eV Gaussian smearing is applied to the calculated results. An arbitrary energy shift

and scaling is applied to the experimental data to aid comparison.

5.3.1 The K-edge of Carbon in Diamond

Figure 5.3 shows the Carbon K-edge of Diamond, calculated in both the sudden approxi-

mation and the supercell approximation for the core hole. An experimental EELS spectrum

is also shown for comparison

2

.

The unoccupied electronic structure of Diamond may be thought of as comprising two

thresholds. In addition to the true threshold, there is e�ectively another threshold 17eV

higher in energy, where the density of states drops substantially. The sudden approximation

reproduces the main features of the experimental spectrum up to at least 40eV. However,

the relative weights of the peaks at 7 and 14eV on the �rst threshold and at 20 and 23eV

on the second are incorrect. In both cases, the lower energy peaks experimentally have the

greater weight experimentally, but the opposite is true in the calculation.

Including the core hole e�ect signi�cantly improves the appearance of the two thresh-

2

The Carbon K-edge in Diamond was taken by Brian Ra�erty.
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olds. In both cases the relative weights are reversed, so they are now in agreement with

experiment. On the �rst threshold, clearly a new feature appears at the onset. It appar-

ently correlates with a similar feature in the experimental spectra. However | Diamond

is known to have an excitonic peak at the threshold. It is not visible in this spectra since

it proves hard to separate from the zero loss peak in EELS measurements, but Batson [7]

has successfully extracted it and compared it to X-ray absorption data. So, it is not clear

whether this peak in the calculation is the exciton, not seen in this experimental data, or

the feature that is seen. Similar calculations by Mauri and Car [59] did produce a bound

exciton.

At slightly higher energies, between the �rst and second peaks of the �rst threshold,

at about 10eV, another feature appears on inclusion of the core hole. This feature is also

seen in the experimental spectrum. The shape of the second threshold, which is clearly

made up of several peaks in the experimental EELS, is well modelled once the core hole is

included.

Some attention should now be paid to the ways in which the calculated spectra deviate

from the experiment. It does appear that the weight at the threshold is somewhat over-

estimated. However, as mentioned in Section 5.2.3 it is not yet clear the extent to which

the excited electron should be allowed to screen. Also, Batson expects the swift electron,

which causes the excitation in an EELS measurement, to contribute to the screening (see

Section 5.1), again reducing the threshold intensity.

In summary, the inclusion of the single particle core hole e�ects substantially alters the

K-edge of Carbon in Diamond, well into the conduction band. It provides a signi�cant im-

provement over the sudden approximation, which itself reproduces many of the signi�cant

features in the spectrum up to at least 50eV into the conduction band.

5.3.2 The K-edge of Carbon in Graphite

Carbon is found in many stable forms. Above, the Carbon K-edge in Diamond was inves-

tigated. In this section the Carbon K-edge in Graphite will be examined.

An introduction to the electronic structure of Graphite

In Diamond the bonding is sp

3

, leading to a three dimensional tetrahedrally co-ordinated

structure. In Graphite the bonding is sp

2

and the structure is that of hexagonal sheets

of Carbon atoms with the sheets weakly bound to each other. It is a highly anisotropic
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Hexagonal Bernal Rhombohedral

AAAAAA ABABAB ABCABC

I

II

Figure 5.4: The three structures of Graphite. Bernal Graphite is the most commonly

found, and has two inequivalent sites, labelled I and II, while in Hexagonal and Rhom-

bohedral and Graphite all sites are equivalent.

structure and gives rise to a similarly anisotropic electronic structure which is reected in

the spectral properties.

Three possible structures for Graphite are presented in Figure 5.4. They di�er in the

stacking of the weakly bound sheets. Graphite is most often found in the Bernal form, and

of the three types it is the only one in which there are inequivalent sites for the Carbon

atoms. In the diagram they are labelled (arbitrarily) as Type I and II sites. The Type I

sites have Carbon atoms above and below in the neighbouring sheets, while the Type II

sites sit between two empty sites on the triangular lattices.

Figure 5.5 shows the variation in the electronic structure indicated by the total density

of states for the three di�erent forms of Graphite. The �rst two peaks in the DOS, at 2
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Figure 5.5: Total Density of States for Graphite for the three stacking geometries,

smeared by a 0.5eV Gaussian. Note that, while very similar below E

f

, there are di�er-

ences at higher energies.

and 8eV, are known as the �

�

and �

�

peaks respectively. The �

�

peak derives from the

anti-bonding branch of the band formed from the out of plane p

z

orbitals, and the �

�

peak

from the in-plane sp

2

hybrids. The DOS below the Fermi energy is very similar for all three

forms. Above the Fermi energy there are noticeable di�erences in the DOS of the three

forms. The �

�

peak of the Simple Hexagonal Graphite is clearly broader than for the other

two structures, and at even higher energies there are quite signi�cant di�erences between

the DOS of the three structures. It might be expected that an experimental investigation

of the unoccupied DOS will easily distinguish between the various stacking geometries in

Graphite (see below for a discussion in the context of the inclusion of the core hole).

Between the �

�

and �

�

peaks a weak feature can be seen in the DOS. This feature is due

the free electron like interlayer states, which are of great importance in the intercalation

of alkali atoms into Graphite [22, 40, 43, 77]. This region of the DOS appears to have the

E

1=2

rise associated with free electrons in three dimensions.



5. Core hole e�ects 92

−4 −2 0 2 4 6 8 10

Energy/eV

Double layer

Single layer

Figure 5.6: The �

�

peak of Hexagonal Graphite with one and two layers in a supercell,

8 carbon atoms per layer, and a single excited atom. Clearly at least a double layer is

required for convergence.

The inclusion of core hole e�ects

Supercell calculations for the K-edge of Carbon for each of the three structures were per-

formed. Supercells with 8 atoms in a plane were used, giving a separation of 3 or 4

bond-lengths between excited atoms. Work by Ahuja et al and others [1,60] suggests that

the excitonic states are contained within 5 bond-lengths of the excited atom and so this

supercell should be su�cient. Figure 5.6 shows the importance of including a least one

hexagonal sheet between the sheets that contain excited atoms for the �

�

peak.

In Figures 5.7 the black curves correspond to momentum transfer perpendicular to the

graphitic planes, and the red curves to momentum transfer in-plane. The solid curves have

been smeared by a 0.25eV Gaussian, while the dashed curves are unsmeared. The �

�

and

�

�

peaks are labelled. On the left, the K-edge calculated within the sudden approxima-

tion is presented. On the right are the results of the supercell core hole calculation, and

experimental data is shown in blue

3

. The experimental spectra have been aligned with the

�

�

peaks for comparison since the absolute energy of the threshold is not calculated.

In all cases the shape of the �

�

peaks is improved on inclusion of the core hole becoming

3

The experimental EELS for the Carbon K-edge of Graphite was taken by Batson and is for the \large"

collector aperture setting described in Ref. [4].
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Figure 5.7: K-edge of Carbon for Simple Hexagonal Graphite. Left: The sudden

approximation. Right: Core hole included in a 16 atom supercell | 8 atoms in a plane,

and two layers.

sharper and moving down in energy towards the threshold. The �

�

peaks calculated within

the sudden approximation are all single sharp peaks. In contrast the experimental spectra

shows a splitting of the �

�

peak by about 1eV. This is reproduced in the core hole calcu-

lations. The origin of this double �

�

peak is controversial [1, 4], but these results would

suggest that it is simply due to single particle core hole e�ects.

Above the �

�

peak the inclusion of core hole e�ects substantially improves the appear-

ance of the calculated spectra. In the sudden approximation, there is a strong feature

directly above the �

�

peak with the same symmetry as the �

�

peak. This would lead

to an extreme anisotropy in the spectra at this energy which is not observed experimen-

tally [4, 53]. The core hole calculation reduces this feature, replacing it with a peak with

�

�

symmetry as seen in the experimental spectra, albeit at too low an energy. At higher

energy still, the features are consistently reproduced on inclusion of the core hole.

The localising e�ect of the core hole

Figure 5.8 compares the Carbon K-edges for Bernal and Rhombohedral Graphite calcu-

lated both within the sudden approximation and including core hole e�ects. In the sudden

approximation there is a clear change in the intensity of the peak located at 19eV between

the Bernal and Rhombohedral structures. However, the two spectra are practically indis-
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Figure 5.8: Bernal and Rhombohedral Graphite | with and without a core hole.

The core hole calculation used 16 atom supercells. The spectra were averaged over all

momentum transfers and smeared by a 0.25eV Gaussian. For Bernal Graphite a sum is

performed over the Type I & II sites. Left: Within the sudden approximation | no core

hole e�ects Right: Core hole e�ects included in the supercell approximation

tinguishable on including the core hole e�ects. This can be interpreted as the localising

e�ect of the core hole potential | the �nal states do not explore such great distances

under the inuence of the attractive core hole and so the variable stacking of the Graphitic

planes make less impact on the spectra. This indicates that studies of the unoccupied

electronic states using core loss spectroscopy will display less obvious di�erences between

the various Graphite structures than might be expected from straightforward calculations

of the thresholds within the sudden approximation.

A puzzling peak

So far no comment has been made concerning the feature which appears in all the core hole

calculations between the �

�

and �

�

peaks at about 3eV from the threshold. It is clearly

not seen in the experimental EELS spectrum presented here. In fact, such a feature, to

the best of the author's knowledge, has not been observed in any EELS measurement

of Graphite. However, as pointed out by Batson [4] it is often seen in X-ray absorption

spectra. It has sometimes been attributed to impurities in the Graphite (by analogy to the

C-H resonances found in hydrocarbons) [24], but it has also been attributed to interlayer
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Figure 5.9: Coupling of the interlayer states to the excited atom in a 16 atom supercell

of Bernal graphite. The unoccupied 39

th

band at the �-point is shown as a density

isosurface (at 0.03

�

A

�3

) (the �rst 32 bands are occupied) Left: No core hole potential at

2.1eV above the lowest lying unoccupied state at the �-point. Right: Core hole potential

on a single site at 3.7eV above the lowest lying unoccupied state at the �-point. Note,

charge is depleted from the interlayer region, and collects at the excited site.

states [32]. It might appear impossible for interlayer states to contribute to the core loss

spectrum. By their nature, the weight of the interlayer states is located between the layers

and so there will be very little overlap with the core states which are localised in the planes.

However, Figure 5.9 shows how one of these interlayer states (at an energy close to the

feature concerned) is altered on the inclusion of a core hole. Clearly, the weight of this state

is increased at the site of the excited atom, allowing for the possibility of transition into

the interlayer state. Batson and Bruley [5, 7] point out possible di�erences between X-ray

and EELS measurements due to the passage of the swift electron in EELS and the feature

is not observed in EELS measurements. It will be interesting to investigate whether this

feature is highly sensitive to details of the excitation process. The present results show it

is not sensitive to the details of the Graphite structure.
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Comparison of results with previous calculations

Supercell calculations of the K-edge of Graphite have also been performed by Ahuja et

al [1]. While the calculations presented here agree that the inclusion of the core hole

e�ects are important in the interpretation of the 1s absorption spectrum of Graphite, it is

clear that a uni�ed picture of those e�ects has not been reached. Ahuja uses full potential

linear mu�n-tin-orbitals (FPLMTO), supercells of up to 50 atoms per sheet and includes

an extra electron \for screening". This extra electron is apparently to be supplied by the

surrounding supercells, and does not model the screening e�ect of the excited electron.

The e�ect that the inclusion of this extra electron has on the calculations in this work are

shown in Figure 5.10. Their study was con�ned only to the study of a Graphene sheet |

the claim being made that the main features of the electronic structure are determined by

in-plane e�ects. This may be true below the Fermi level (as noted above) but it becomes

progressively less true at higher energies. Also, only the �

�

and �

�

peaks are discussed

by Ahuja, and so it is a less general study of the absorption spectrum in comparison to

the one presented here. Ahuja et al �nd the �

�

peak to be split, which contradicts the

result found here. This is most likely due to an insu�cient Brillouin zone integration in

the FPLMTO calculation. The splitting of the �

�

peak is also seen in their ground-state

DOS. The feature between the �

�

and �

�

peaks is not present in the FPLMTO calculation

nor, apparently, in the X-ray data presented in the same paper, but no explicit mention

is made of that region of the spectrum. Finally, Ahuja et al do not �nd the splitting of

the �

�

peak as presented here. This could be due to the restriction to Graphene, since the

splitting is shown in our calculations (not shown) to be less extreme for Graphene than

the other three dimensional Graphite structures. But as it could also be that the splitting

would disappear for larger supercells, this is an area for future work. The interpretation

of the �

�

peak remains controversial, but it is clear that tools are being developed that

should help to resolve this question.

5.3.3 The K-edges of Boron and Nitrogen in cubic Boron Nitride

Boron Nitride (cBN) has the same zincblende structure as Diamond but with each of the

Carbon atoms alternately replaced by Boron and Nitrogen. Boron has Z=5 and Nitrogen

Z=7, hence cBN is isoelectronic to Diamond. The di�erences between cBN and Diamond

can be thought of as arising from the introduction of an alternating potential which splits

the many degeneracies present in bulk Diamond.
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Figure 5.10: Charged and neutral supercell calculations for Hexagonal Graphite.

Adding an extra electron to the 16 atom supercell makes little di�erence, apart from

the expected small reduction in the excitonic e�ects.

Figure 5.11 shows calculated and experimental

4

Boron and Nitrogen K-edges in cubic

Boron Nitride. As in the case of Diamond, the spectra calculated within the sudden

approximation show many of the features present in the experimental spectra. At energies

high above the threshold, above 20eV, the agreement is very good, even small features up to

60eV from the threshold are reproduced. However, nearer the threshold the experimental

and calculated spectra deviate.

On performing supercell calculations to include the e�ects of the core holes (one for the

Boron K-edge and one for the Nitrogen K-edge) remarkable agreement with experiment

is observed. The weight and location of peaks up to about 30eV above the threshold is

adjusted in both cases. At higher energies the calculations for the sudden approximation

and core holes are extremely close | and thus the agreement with experiment at high

energy is maintained. The weight at the threshold is enhanced and is also shifted to lower

energy, as expected. There is more structure in the supercell calculations of the K-edges

than observed in the experimental spectra. It is clear that there is some further structure

4

The experimental spectra were provided by Gilles Hug.
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Figure 5.11: Boron and Nitrogen K-edges in cBN. Left: Boron K-edge Right: Nitrogen

K-edge Two calculations were performed in a 16 atom supercell (2x2x2 primitive cell),

one with a single excited Boron pseudopotential, and the other the an excited Nitrogen

pseudopotential. A 0.5eV Gaussian smearing is applied to the calculated results, and the

experimental data is shifted and scaled for comparison.

near the experimental threshold of the Nitrogen K-edge to be resolved.

The ELNES of cubic Boron Nitride is extremely well modelled within the current ap-

proach, for both the Boron and Nitrogen K-edges, while the sudden approximation is found

to be clearly de�cient near the threshold. However, at high energies both the sudden and

supercell approximations give very good agreement with experiment.

5.4 Discussion

In this chapter, supercell calculations of core hole e�ects in ELNES in the planewave

pseudopotential approach have been shown give very good agreement with experimentally

measured spectra for materials containing Boron, Carbon or Nitrogen in both sp

2

and sp

3

hybridisations. Although there is every reason to suspect that the method will work equally

well for K-edges in all systems with moderate excitonic e�ects, extensions to the systems

already examined will provide a myriad of di�erent structures for study in the immediate

future. For example Fullerenes (BN as well as Carbon), the isoelectronic substitution of

BN for C

2

in Carbon materials and vice versa, and Boron or Nitrogen doping of Diamond.

Work must continue, using larger supercells to ensure that the features observed are
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not artifacts of spurious interactions between neighbouring supercells. This appears to

be especially important in the case of Graphite where there is some controversy as to

the nature of many of the features in the spectrum. Once the supercells are converged,

more detailed studies of the screening process can be undertaken leading eventually to an

attempt to model stronger excitonic e�ects, for example in the Silicon L2,3 edge of Quartz,

an understanding of which will give access to a whole range of silicate minerals. One

advantage of studying materials with stronger core hole e�ects will be that the �nal states

will be very localised, and hence the supercells required for convergence will be smaller.

At the other end of the scale, work may be continued uisng simpler techniques in the way

that Weijs et al [100] found ab initio parameters for the Clogston-Wol� method applied to

transition metal silicides, a system with weak core hole e�ects. However, these e�ects are

less localised and would need to be modelled in larger unit cells. Finally, as a long term

aim, attempts should be made to combine the bandstructure methods described here with

atomic multiplet calculations.

5.5 Conclusion

All the systems studied here have required calculations to be taken beyond the sudden

approximation in order to obtain reasonable agreement with experiment in the threshold

region of the ELNES. In all cases regions of the spectra a�ected by the core holes extend

to at least 20eV above the threshold which is almost the entire region normally thought

of as comprising the near edge structure. The modi�cations of the thresholds go beyond a

simple enhancement of intensity and it has been shown that line shapes are also signi�cantly

altered.



Chapter 6

Conclusion

This thesis has described the development of a �rst principles approach to the calculation

of the Energy Loss Near Edge Structure of Electron Energy Loss Spectra measured us-

ing Scanning Transmission Electron Microscopes. It is based on an ab initio planewave

pseudopotential approach to the calculation of electronic structure. It has been shown to

give very good agreement with experiment from the threshold up to energies traditionally

covered by multiple scattering approaches. The calculations of the imaginary part of the

dielectric function, which determines the energy loss at high energies, are quantitatively

correct. The approach provides a framework for the investigation of single particle core hole

e�ects, which have been shown to be signi�cant for the systems investigated so far. The

technique is not restricted according to the system size, symmetry and atomic constituents.

It deals well with both open and close packed systems.

6.1 The planewave pseudopotential method

This approach to the calculation of ELNES was developed using the planewave pseudopo-

tential code CASTEP to evaluate the single particle states. This is a widely used code,

experimental electron microscopists are already using it to perform total energy relaxations

structures of microstructure. In this context it is expected that the technique described

in this thesis will become widely used in the community, and will be used in conjunction

with other ab initio total energy studies.

The planewave basis set has speci�c bene�ts. It has been found that the method is

robust with respect to convergence, and the straightforward representation of the wave-

functions has allowed the e�cient direct evaluation of the various matrix elements required

100
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in this work.

6.2 Brillouin zone integrations

A highly e�cient scheme for the evaluation of Brillouin zone integrations has been devel-

oped. Using this scheme the main spectral features are obtained with very low k-point

sampling densities. As well as o�setting some of the computational expense associated with

the planewave pseudopotential method, this approach to the Brillouin zone integrations

has made it possible to perform previously intractable calculations such as spectroscopic

all electron planewave calculations, which proved essential for the purposes of testing the

all electron wavefunction reconstruction from pseudowavefunctions.

This new scheme is based on the extrapolation from a single k-point, as opposed to the

more usual interpolative approaches. Extrapolation avoids di�culties with the allocation

of bands, and the associated spurious features in the DOS. The information required for

the extrapolation is obtained within second order k.p perturbation theory. The use of

planewaves leads to a straightforward formulation compared to that required for local basis

sets, and corrections can be easily applied to take the non-locality of the pseudopotentials

into account. The fact the bands are expanded to second order ensures that the Van Hove

singularities are treated exactly. The �rst Brillouin zone is e�ciently divided into sub-

cells, making full use of the symmetries of the system. The resulting piecewise quadratic

representation of the bandstructure is analytically converted into the density of states. An

attempt is also made to treat the so called \band kissing" problem.

For more accurate integrations it will be important to \pad" the eigenstate spectrum

with planewaves (approximate eigenstates at high energies) to ensure the convergence of the

perturbation sum. It also remains to take the dispersion of matrix elements into account

for a general Brillouin zone integration. Finally, the case of more complex \band kissings"

should be investigated, and a more elegant method for their detection is required.

6.3 ELNES matrix elements

The ELNES matrix elements are evaluated directly from the pseudowavefunctions and all

electron atomic core wavefunctions. In contrast to a straightforward symmetry projection

these matrix elements are quantitative. Errors due to the use of pseudopotentials are

corrected using a scheme based on the Projector Augmented Wave approach. It was found
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that more projectors are required for the correction to apply at high energies, and so it

will be necessary in the future to include these. At the same time, pseudopotentials could

be generated with reference states in the conduction band. Currently, pseudopotentials

are constructed to work well for ground-state properties and hence only for the valence

electrons. The energy dependence of the pseudopotentials is currently good, as shown by

the good agreement with experiment at high energy, but could be improved. A scheme for

obtaining the non-dipole ELNES matrix elements has also been developed.

6.4 Core hole e�ects

Signi�cant improvements in the spectra at the threshold energy were found after the in-

clusion of single particle core hole e�ects, using the supercell approximation and specially

generated excited pseudopotentials. Importantly, the single particle core hole e�ects were

found to extend well above the threshold in those cases studied, in contrast to the typical

expectation that it is the threshold alone that is modi�ed by the core hole.

A systematic study of the single particle core hole e�ects within the framework devel-

oped in this thesis can now be carried out. In fact, the results presented here show that

it should be assumed that the core hole e�ects are important until proved otherwise. The

excitation process should be studied in greater detail, investigating the connection between

the bandstructure and atomic multiplet approaches. Also, the di�erences between EELS

and XAS due to the swift electron in EELS should be examined in the light of the feature

between the �

�

and �

�

peaks of Graphite, seen in XAS but never in EELS.

6.5 Some immediate applications

There will many applications of this approach for the calculation of ELNES, but there are

several which could be attempted immediately using the developments described in this

thesis.

It was claimed above that these calculations are quantitative but this should be checked

experimentally. It would be interesting to determine whether the absolute modi�cation

of the cross sections due to the core hole can be determined in this framework. This

investigation should be carried out on a well characterised sample so that the experimental

and theoretical situations closely match.

So far, the spatial resolution of the STEM has not been matched by theoretical calcu-



6. Conclusion 103

lations. Such calculations will be straightforward using the current approach. The ELNES

for excitations from a number of sites across an interface could be calculated, and compared

with experimental scans across such an interface. More advanced studies would involve

the detailed modelling of the electron probe.

Finally, the possibility of observing non-dipole e�ects should be investigated theoreti-

cally. Since the non-dipole matrix elements have be shown to be accessible in the current

approach, it should be straightforward to calculated the strength of the non-dipole con-

tributions in various materials. A search could be performed for a material which would

be most likely to display non-dipole contributions. An experimental measurement of non-

dipole e�ects will clearly set EELS apart from XAS and make the probing of previously

inaccessible unoccupied states possible.

6.6 Summary

Good progress has been made towards the theoretical modelling of the Energy Loss Near

Edge Structure, and where the current theory has been shown to be de�cient the technique

presented in this thesis has been shown to give a framework for the investigation of the new

physical e�ects which need to be included. In addition it is expected that this technique

will prove valuable to analytical electron microscopists who wish to interpret the near edge

structure to solve practical problems in physics and materials science.



Appendix A

Convergence of the spectral

properties

While there is extensive experience in the use of CASTEP as a total energy code, there

is considerably less concerning its use as a code for the calculation of spectral properties.

It is well established, for example, which planewave energy cuto� is required to achieve a

speci�ed level of convergence in structural parameters, but it does not follow that this is

the same as is required to converge spectral properties.

Since the degree of convergence required will always depend on the resolution of the

experiment to which comparison is to be made, rather than make any �rm statements, this

appendix is intended to give an idea as to how spectral properties might be expected to

change as a number of parameters are varied.

The test system in each of the following cases is a primitive unit cell of bulk Diamond,

containing just two atoms. The spectral property examined is simply the total density of

states. The convergence of the DOS with number of k-points has been studied elsewhere

(in Section 3.10.2).

A.1 With planewave cuto�

The energy cuto� for the planewave basis set is an important parameter in planewave

calculations. It determines the computational cost of the basis set, and hence the size of

the calculation that must be performed. One of the signi�cant features of a planewave code

is that it has a basis set which can be de�ned by a single continuous parameter. Thus,

convergence with basis set may be systematically examined. In contrast, the degree to
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which localised basis sets describe the wavefunctions vary discontinuously as the basis is

changed.

In the example illustrated in Figure A.1 calculations for three cuto� energies are shown

| 300, 500 and 700eV. The pseudopotential used is known to require a cuto� of between

600 and 700eV for the convergence of structural properties. It is clear that the valence

band DOS is essentially converged using a cuto� of 300eV | from the perspective of an

experimental measurement of that DOS. The structural properties can be signi�cantly

changed by a small distortion of the valence band, hence such calculations require a better

basis set. However, all the major features in the spectra are present at 300eV, even well

into the conduction band. Using a higher planewave cuto� simply shifts those features to

their converged energies. This would not be true in the case of a localised basis set. If

important angular momentum states are missed, then the corresponding spectral features

would either be missing or severely distorted. In contrast, planewaves contain components

of many angular momentum states and are not biased to any region in the unit cell. The

general shape of a given state will be rapidly determined and the higher energy planewaves

simply alter the �ne detail. So, when performing a planewave calculation it is unlikely that

a missing or incorrect feature can be blamed on an incomplete basis set, although error in

the actual energies of the features might be caused by this. Thus it can be concluded that

the planewave basis set is robust with respect to changes in its size for the calculation of

spectral properties.

A.2 Number of k-points in self consistent calculation

The number of k-points included in the self consistent calculation of the ground-state charge

density, which is required to de�ne the �xed Hamiltonian for which the bandstructure

calculation is to be performed, determines the accuracy to which that charge density is

found.

In Figure A.1 it is clear that the DOS is very insensitive to the details in the charge

density. Calculations are shown for 1x1x1, 2x2x2 and 3x3x3 Monkhorst Pack grids [65,70]

for the Brillouin zone integration of the charge density. There is only a signi�cant di�erence

between the 1x1x1 and 2x2x2 grids, and since the primitive Diamond cell described here is

probably one of the smallest encountered it could be concluded that the 2x2x2 grid should

be su�cient for most purposes. This is far too small a grid for a total energy calculation.

The total energy is sensitive to the details of the Brillouin zone integration, particularly in
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Planewave cuto� K-points

−30.0 −20.0 −10.0 0.0 10.0 20.0 30.0

Energy/eV

0.0

0.5

1.0

1.5

D
O

S
 S

ta
te

s
/e

V
/c

e
ll

300eV

500eV

700eV

−30.0 −20.0 −10.0 0.0 10.0 20.0 30.0

Energy/eV

0.0

0.5

1.0

1.5

D
O

S
 S

ta
te

s
/e

V
/c

e
ll

1x1x1

2x2x2

3x3x3

Energy tolerance Cell parameter

−30.0 −20.0 −10.0 0.0 10.0 20.0 30.0

Energy/eV

0.0

0.5

1.0

1.5

D
O

S
 S

ta
te

/e
V

/c
e
ll

2.0000 eV

0.0200 eV

0.0002 eV

−30.0 −20.0 −10.0 0.0 10.0 20.0 30.0

Energy/eV

0.0

0.5

1.0

1.5

D
O

S
 S

ta
te

s
/e

V
/C

e
ll

98%

100%

102%

Figure A.1: A series of convergence tests | Total density of states for a primitive cell

of Diamond with the Fermi energy in each case aligned and a Gaussian smearing applied

of 0.25eV.

the integration of the kinetic energy over the Brillouin zone.

A.3 Cell parameter

In principle there should be no argument as to which cell parameter to use in the calcula-

tions since the value calculated by relaxing the system and the experimental value should

be the same. However, it is well known that DFT implemented within the LDA or GGA

gives good structural parameters, but that they are not exact. Commonly errors are of
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LDA vs. GGA
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Figure A.2: Total density of states of Diamond, LDA vs. GGA

order 1%, but they can be signi�cantly worse.

This presents a dilemma | which cell parameter should be used in the calculation of

the spectral properties, experimental or calculated? To be totally consistent, it is clear that

the relaxed value should be taken, but this work uses the experimental cell parameters.

It is important to assess how much di�erence these two choices might make (clearly, if

they made none it would indicate that the spectra are not sensitive to structural changes,

and hence not useful for the investigation of microstructure!). In Figure A.1 the cell

parameters are changed by �2% from the experimental values. As expected, when the

lattice is shrunk the valence bandwidth increases, by about 1eV, and correspondingly the

bandwidth decreases as the lattice is expanded. More importantly, for the calculation of

ELNES, features in the conduction band are also observed to move on the electron-volt

scale.

A.4 LDA vs. GGA

The variation in the density of states with the level of approximation used for the exchange-

correlation potential is shown in Figure A.2. Small di�erences in the conduction band can

be seen, features shifting by the order of 1eV in energy.
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A.5 Tolerances

CASTEP uses iterative minimisation to �nd the ground-state total energy and charge

density, along with the individual wavefunctions and energies. An energy tolerance must

be speci�ed to halt the iterations. In Figure A.1 the e�ect of varying this tolerance is

shown. It is clear that since the features are reproduced at a tolerance of 0.02eV it makes

little sense to converge the eigenvalues to machine precision.

A.6 In summary

As a glance at the densities of states presented in this appendix reveals, the planewave

approach is remarkably robust with respect to \sensible" changes in the parameter settings.

Far larger changes are observed when the underlying physics is adjusted, for example when

core hole e�ects are included as described in Chapter 5. This is a very important feature

of the planewave approach. It makes it easier to determine whether the theory has to be

improved, rather than simply changing the parameters of the calculation.



Appendix B

Implementation of the analytic

quadratic integration method

Although the idea behind the analytic quadratic DOS is simple enough, in analogy to the

free electron DOS, the details of the mathematics behind the calculation are quite involved.

However, the method may be implemented in a relatively straightforward fashion. What

follows are the details of such an implementation. It is reproduced here mainly as an aid

for future workers who may have use for the techniques but who do not wish to produce

an implementation from scratch. There are also some novel developments such as the use

of arbitrary polyhedra for the integration volume and correction of errors in the work of

Boon et al [12].

B.1 Input

Within each sub-cell into which the Brillouin Zone is divided we have the dispersion rela-

tion,

E(q) = E

o

+G

T

q+ q

T

Bq; (B.1)

where q is the distance in reciprocal space from the k-point about which the expansion

is performed. The gradient vector, G, and the curvature tensor, B (which is symmet-

ric), are obtained from the k:p perturbation expansion described in Section 3.6, but may

equally be obtained numerically by a more traditional interpolative scheme or numerical

di�erentiation. Labels indicating the band and sub-cell number are suppressed for clar-

ity. The details of the polyhedral sub-cell are required. The polyhedra are de�ned in
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terms of vertices, edges and faces. This represents a development from the original for-

mulation in terms of tetrahedral sub-cells, in which the construction of faces and edges

is unambiguous given the vertices. As an example, consider the way in which the fol-

lowing object, which is the irreducible wedge of the Diamond primitive cell, is de�ned:

1

2

3

4

5

6

Having generated a list of vertices, the nine edges are de�ned in terms of the joining of

those vertices. The faces are described in a similar way. For example, the �rst edge is

de�ned as the line joining vertex 1 to vertex 2. The �rst face is given by joining vertices

1,2, and 3. The entire construction is summarised:

Vertex # k

x

k

y

k

z

Edge # Edge Def. Face # Face Def.

1 1.15733 0.57866 0.00000 1 1!2 1 1!2!3

2 1.15733 0.00000 0.00000 2 2!3 2 4!5!1!3

3 1.15733 0.28933 0.28933 3 3!1 3 6!2!1!5

4 0.57866 0.57866 0.57866 4 4!5 4 6!5!4

5 0.86800 0.86800 0.00000 5 5!1 5 3!2!6!4

6 0.00000 0.00000 0.00000 6 3!4

7 6!2

8 5!6

9 4!6

B.2 Preparation

The quadratic energy expansion is put in a form in which the origin coincides with the

parabolic origin,

E(q

0

) = E

0

o

+ q

0

T

Bq

0

; (B.2)
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where q

0

= q� k

o

. The new parameters, E

0

o

and k

o

, are found by setting r

q

E(q) =

G+ 2Bq = 0:

k

o

= �

1

2

B

�1

G E

0

o

= E

o

�

1

4

GB

�1

G

(B.3)

The polyhedron's vertices are also shifted, although clearly the de�nitions of the face and

edge are una�ected. In order to accelerate and simplify subsequent matrix manipulations,

the problem (including the polyhedron) is rotated into the principal axis frame of B.

This will clearly not a�ect the results. E

0

o

is set to zero during the calculation of each

cell's contribution to the DOS, to be replaced when the cell's contribution is added to the

cumulative total DOS. At this point the following scalar product is introduced:

[a;b] = a

T

Bb =

X

i

B

ii

a

i

b

i

(B.4)

It simpli�es the evaluation of geometrical quantities, such as tangents, for the arbitrary

metric de�ned by B. When vectors are said to be orthogonal it is implied that they are

orthogonal with respect to the above scalar product.

B.3 Sign and signature

The volume singularities which occur when jr

k

E(k) = 0j i.e. at the origin in the new

coordinates, can be classi�ed according to how many negative elements B has. These

classes were labelledM

0

,M

1

,M

2

,M

3

by Van Hove [44]. Two of these classes may be obtained

from the other two by inversion in energy. So if detB is negative we invert the energy grid

and set B! �B. This leaves two signatures, of type:

0

B

B

B

@

+ 0 0

0 + 0

0 0 +

1

C

C

C

A

0

B

B

B

@

� 0 0

0 � 0

0 0 +

1

C

C

C

A

Spherical Hyperboloidal

The two may be distinguished by comparing the quantities:

trace = B

11

+B

22

+B

33

(B.5)

cross = B

11

B

22

+B

11

B

33

+B

22

B

33

(B.6)
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If both trace and cross are positive then the signature is spherical, otherwise it is hyper-

boloidal.

B.4 Finding out about the singularities

The total number of possible singularities is:

NSTOT = 1� V olume +No:V ertices+No:Edges+No:Faces (B.7)

The singularity energies and whether or not they contribute to the DOS have to be deter-

mined. The list of singularities is then sorted by energy.

B.5 Vertex singularities

All vertex singularities contribute, and the energies are given by:

E

�

= [a; a] (B.8)

where a is the position of the vertex concerned. They occur when the CES passes through

the vertices.

B.6 Edge singularities

The edge singularity for a given edge (de�ned by the vertices a and b) occurs where the

constant energy surface (CES) tangentially strikes the line de�ned by the edge concerned.

This happens at a point on the line for which the vector joining the origin to it is orthogonal

(with respect to the current metric) to the edge. This point can be written as:

w = a+  (b� a) (B.9)

But orthogonality requires [w;b� a] = 0, and so we can �nd ,

 =

� [a;b� a]

[b� a;b� a]

(B.10)
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The energy of the singularity is then given by [w;w]. If  is positive and less than unity

then the singularity contributes, i.e. w falls on the edge between a and b. Each of the

edges making up the polyhedron are examined in this way.

In the case of a hyperboloidal signature it is possible that [b� a;b� a] is zero. This

rarely occurs in real situations, but it can cause problems in highly symmetric test cases.

The solution is to not include the singularity, and set w = a� b.

B.7 Face singularities

A face singularity occurs where the CES tangentially strikes the plane of the face concerned.

In close analogy with the case of the edge singularities, this happens at a point for which

the vector joining it to the origin is orthogonal to the plane. The plane can be de�ned

by any three points lying on it, so, since we are dealing with arbitrary polyhedra (not

necessarily tetrahedra) we can pick any three vertices forming the plane (say a;b; and c)

to determine the point of singularity. Writing the singularity point as z:

z = a + � (b� a) + � (c� a) ; (B.11)

and requiring that [z;b� a] and [z; c� a] are both zero leads to two simultaneous equations

for � and �. Using the following shorthand,

x = [b� a;b� a] y = [c� a;b� a] z = � [a;b� a]

a = [b� a; c� a] b = [c� a; c� a] c = � [a; c� a] ;

(B.12)

then,

� = (zb� cy)=(xb� ay)

� = (za� cx)=(ya� bx):

(B.13)

The energy of the singularity is then [z; z]. Now, in the original formulation it was straight-

forward to determine whether the singularity was to be included. Each face was a triangle,

and hence if (1� �� �); �; and � were all positive z would fall within the face. Clearly in

the current situation the same condition would ensure that z would fall within the triangle

de�ned by the three points chosen on the face, which would exclude the singularity in

many situations when it should be included. Thus a new scheme has been developed to

solve this problem.
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Zin
a

b

c

n

Zout

This proceeds as follows. Choose an edge, and label the two vertices a and b. Pick a third

distinct vertex on the face, c. Then form a normal, n, facing into the centre of the face:

n

0

= (c� a)�

(b�a):(c�a)

jb�aj

2

(b� a) n =

n

0

jn

0

j

(B.14)

If n:(z� a) is positive for all edges of the face then the singularity is to be included.

Otherwise z falls outside the face, and does not contribute.

B.8 How to count the face singularities

In order to decide how to count the face singularities (i.e. the sign attributed to the

discontinuity) we must decide whether the origin is on the \inside" or \outside" side of the

plane de�ned by the face (inside or outside of the polyhedron). For the case of an arbitrary

polyhedron we must choose three vertices of the face concerned, a;b; and c. A normal to

the face can be constructed,

n

0

= (b� a)� (c� a) n =

n

0

jn

0

j

:

(B.15)

A fourth vertex, d, not in the current face, is chosen. If n:(d� a) and n:(0� a) are the

same sign, then the origin is on the side of the \inside" of the polyhedron. We de�ne a

quantity, �, for each face, and it is +1 for the origin on the \inside", and �1 for the origin

on the \outside".
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B.9 The volume singularity

Clearly, if the origin is on the \inside" side of all the faces then the volume singularity is

contained within the polyhedron, and it makes a contribution. By construction, the energy

of the volume singularity is zero, since E

0

o

was subtracted earlier.

B.10 Evaluation of the tangents

In order to calculate the contribution to the DOS of the edge and vertex singularities some

geometrical quantities must be evaluated | namely the \tangents" between the faces

forming each edge (see Boon et al [12] for more detail). For each edge a vector, w, has

been found, joining the origin to the edge singularity. It is also clear that an edge is formed

by the joining of two planes, or faces. Construct two vectors, x

1

and x

2

, which lie in each

of the two faces respectively and are orthogonal (in the sense de�ned above) to the edge.

Write:

x

1

= c� a+ �(b� a)

x

2

= d� a + �(b� a)

(B.16)

and set [x

1;2

;b� a] = 0, solving for � and �.

2a

b

c

d

x

w

x1

Calculate the (hyperbolic) tangents of the angles between w and x

i

for each of the two

adjacent faces:

T

i

= �

fj

[x

i

;x

i

][w;w]�[x

i

;w]

2

jg

1

2

[x

i

;w]

i = 1; 2

(B.17)

The sign is positive if [b� a;b� a] and � (de�ned in Section B.8) for the face i are of the

same sign, and negative otherwise.
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B.11 Contribution from face and volume singularities

In the preceding sections is was shown how to �nd the parameters which are necessary

for the construction of the contribution from the current sub-cell to the DOS. This is now

built up, starting with the contributions from the face and volume singularities.

The working array D(E

i

) is initially set to zero, the set of energies, E

i

, are the set of

discrete energies at which the DOS is required. The list of singularity energies should be

sorted in increasing energy, noting which ones are to be included (as determined above).

The edge and vertex singularities are put to one side for the moment. Working up through

energy we introduce steps in D(E

i

) at the E

i

immediately above each included singularity

(labelled E

disc

). If it is a volume singularity the step is of size �4�, positive for a spherical

dispersion, and negative for the hyperboloidal case. If it is an included face singularity

then the step is �2�. The sign for the spherical dispersion is positive if the � (de�ned in

Section B.8) for the face is negative, and negative otherwise. The opposite is true if it is a

hyperboloidal dispersion. See the black curves in Figures B.1 and B.2. The discontinuous

contribution to the DOS is formed by setting:

D(E

i

)! 2

q

E

i

D(E

i

) (B.18)

The resulting discontinuous curves are show in red in Figures B.1 and B.2. It now remains

to make the contribution to the DOS continuous. A naive approach is to simply work up

through D(E

i

) setting D(E

disc

) and above to be D(E

i

)+(D(E

disc�1

)�D(E

disc

)). Although

this becomes correct for high grid densities, it introduces serious inaccuracies at low ones

and so is not recommended. The correct approach is to calculate �, as indicated below.

E

∆

disc-1

E
sing

disc
E

 



B. Implementation of the analytic quadratic integration method 117

� = �2

q

E

sing

� Step; (B.19)

where Step is the step found above (i.e. �4� or �2�). Then set D(E

i

), for E

i

= E

disc

and

above, to D(E

i

) + �.

B.12 Contribution from edge and vertex singularities

This is the most involved part of the implementation, requiring �rst the evaluation of the

so called \primitives" | f("), and g(") | and then constructing the edge contributions

using these primitives.

B.13 Evaluation of the primitives

For each edge we must determine two functions of energy, f("), and g("). As an input we

have the following information:

1. ", The energy at which to evaluate f("), and g(")

2. E

sing

, The energy of the edge singularity

3. T

1;2

, The (hyperbolic) tangents between w and x

1;2

Then apply the following:

1. If T

i

6= 0 then s

i

! sgn(T

i

) else s

i

= 0

2. y

i

! T

i

r

�

�

�1�

E

sing

"

�

�

�

3. If " > 0 then y

i

! arctan y

i

�

�

2

s

i

else y

i

!

1

2

ln

�

�

�

1+y

i

1�y

i

�

�

�

4. If " 6= E

sing

then x

i

! T

2

i

+ sgn("� E

sing

) else x

i

! T

2

i

+ 1

5. x

i

! 2T

i

r

�

�

�

E

sing

x

i

�

�

�

6. xx

i

!

r

�

�

�x

i

�

"

E

sing

� 1

�

�

�

�

7. If sgn(E

sing

x

i

) > 0 then xx

i

! arctanxx

i

+

�

2

else xx

i

!

1

2

ln

�

�

�

1+xx

i

1�xx

i

�

�

�
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Figure B.1: The various contributions to the DOS for a spherical dispersion relation
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Having found the quantities x

i

; xx

i

; and y

i

for i = 1; 2 we can form the two primitives f(")

and g("):

f(") ! sgn(")

P

i=1;2

y

i

g(") ! 2

q

j"j

P

i=1;2

y

i

�

P

i=1;2

x

i

xx

i

(B.20)

It should be pointed out that the paper of Boon et al [12] contained an error. Using their

de�nitions, the primitive g(") should be written as,

g(") = 2 j"j f(")� 2

�

�

�

�

"

o

X

�

�

�

�

1

2

TF

�

�

�

�

�

X

�

"

"

o

� 1

�

�

�

�

�

�

1

2

; (B.21)

replacing,

g(") = 2 j"j

1

2

f(")� 2

�

�

�

�

"

o

X

�

�

�

�

TF

�

�

�

�

�

X

�

"

"

o

� 1

�

�

�

�

�

�

1

2

; (B.22)

which appeared in the original work.

Having calculated the primitives, the edge contribution is constructed. The following

is a recipe for that construction. There are two possible routes, depending on whether the

edge singularity is included.

B.14 Edge singularity not included

Labelling the lower and higher vertex singularity energies as "

1

and "

2

respectively (with

index labels n

1

and n

2

for the array D

edge

), the following quantities are formed:

�

1

= sgn("

1

)2f("

1

)

q

j"

1

j � g("

1

) �

1

= �2f("

1

)

�

2

= �

1

+ g("

2

)� sgn("

2

)2f("

2

)

q

j"

2

j �

2

= �

1

+ 2f("

2

)

(B.23)

The array D

edge

(i) is set to zero for i = 1; : : : ; n

1

. For i = n

1

+ 1; : : : ; n

2

:

If E

i

6= 0 then D

edge

(i) = sgn(E

i

)�

1

q

jE

i

j+ �

1

+ g(E

i

)

else D

edge

(i) = �

1

+ g(E

i
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Figure B.3: Examples of the form of the edge contribution. The top curve is for a case

when the edge singularity is not included, and the bottom included

B.15 Edge singularity included

The edge and two vertex singularities are ordered in increasing energy. The lower, middle,

and higher singularity energies are labelled as "

1

, "

2

, and "

3

respectively (with index labels

n

1

, n

2

, and n

3

for the array D

edge

). There are then three distinct situations:

1. The edge singularity is at "

1

, and so set x = 2; y = 1

2. The edge singularity is at "

2

, and if j"

2

� "

1

j < j"

3

� "

2

j then set x = 2; y = 1 else

x = 1; y = 2
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3. The edge singularity is at "

3

, and so set x = 1; y = 2

The following quantities are constructed:
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The array D

edge

(i) is set to zero for i = 1; : : : ; n

1

. For i = n
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B.16 And �nally. . .

Having found all the contributions to the DOS, the edge, vertex, face and volume contri-

butions are summed:

D(E

i

)! D(E

i

)�

X

edge

D

edge

(E

i

) (B.25)

If the original curvature tensor B had a negative determinant then the energy scale

must be ipped back (E

i

! �E

i

). Then the contribution is shifted by the original energy

of the origin, E

0

o

. Finally the contribution is scaled by the factor

1

4

(jdetBj)

�

1

2

, and also by

the appropriate matrix element if required.



Appendix C

Optical spectra

C.1 Introduction

The study of the interaction of light or fast electrons with solids give access to a rich

source of information about the system. The interest might be in the optical properties

themselves (for example, the colour or transmission properties of a material), some aspect

of the electronic properties (for example, defect states), or as a probe of the structure itself.

The CASTEP total energy code can be used to study these properties. In order to

calculate the total energy of a given system, Density Functional Theory requires the ground-

state charge density to be evaluated self consistently. Having obtained this density, the

Kohn-Sham equations can be solved for a �xed Hamiltonian,

[�

�h

2

2m

r

2

+

^

V

ion

+

^

V

H

+

^

V

XC

]	

i

= "

i

	

i

: (C.1)

^

V

H

and

^

V

XC

are the Hartree and exchange-correlation potentials (within LDA or GGA)

respectively, and are �xed by the ground-state charge density [73]. Although the Kohn-

Sham states and corresponding energies have no formal meaning, the equations are similar

to those for the quasiparticles that actually take part in the electronic transitions. The

approximation is made that the matrix elements between states and energy di�erences are

close to the actual ones (see the discussion of the DFT band-gap error below in Section

C.2.6). The response of the systems studied to a perturbation induced by a passing photon

or electron is described in terms of these states.

In Section C.2 the theoretical background to the calculation of optical properties, and

the limitations of the method are discussed. Section C.3 describes the procedure for pro-

122
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ducing the spectra. Validation tests are presented in Section C.4 for some real systems,

illustrating some of the shortcomings of the present implementation of a DFT approach.

C.2 Theory

C.2.1 Optical properties

In general, the di�erence in the propagation of an electromagnetic wave through vacuum

and some other material can be described by a complex refractive index.

N = n+ ik (C.2)

In vacuum N is real and equal to unity. For transparent materials it is purely real, the

imaginary part being related to the absorption coe�cient by,

� =

2k!

c

(C.3)

� characterises the fraction of energy lost by the wave on passing through a unit thickness

of the material concerned and can be derived by considering the rate of production of Joule

heat in the sample.

The reection coe�cient can be obtained for the simple case of normal incidence onto

a plane surface, by matching both the electric and magnetic �elds at the surface,

R =

�

�

�

1�N

1 +N

�

�

�

2

=

(n� 1)

2

+ k

2

(n+ 1)

2

+ k

2

: (C.4)

However, when performing calculations of optical properties it is common to evaluate

the complex dielectric function, and then express other properties in terms of it. The

complex dielectric function "(!) is given by,

" = "

1

+ i"

2

= N

2

; (C.5)

and hence the relation between the real and imaginary parts of the refractive index and

dielectric function is,

"

1

= n

2

� k

2

"

2

= 2nk: (C.6)

A further frequent form for the expression of optical properties is the optical conduc-
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tivity,

� = �

1

+ i�

2

= �i

!

4�

("� 1): (C.7)

This is most useful for the discussion of the electronic properties of metals.

A further property we may calculate from the complex dielectric function it the loss

function | see Chapter 2. It describes the energy lost by a point electron passing through

a homogeneous dielectric material, and is given by,

Im

(

�1

"(!)

)

: (C.8)

In the low loss region of the electron energy loss spectrum the loss function is dominated by

plasmons | collective excitations of the electronic system against the ionic background.

These occur when the electronic system becomes unstable against small external pertur-

bations. The real part "

1

describes the screening of an external �eld within the material

(E

int

= E

ext

="

1

), and hence instabilities arise when "

1

= 0. At high energies the loss

function reduces to "

2

and is dominated by real electronic transitions between core states

and the unoccupied conduction band.

C.2.2 Connection to experiment

Experimentally, the most accessible optical parameters are the absorption �(!), and the

reection R(!) coe�cients. In principle, given the knowledge of both these, the real and

imaginary parts of N can be determined, through Equations C.3 and C.4. Equation C.5

allows expression in terms of the complex dielectric function. However, in practice, the

experiments are more complicated than the case of normal incidence considered above.

Polarisation e�ects must be accounted for, and the geometry can become quite involved

(for example, transmission through multilayered �lms or incidence at a general angle).

However, this is a problem of optics, and would needlessly complicate the microscopic

origin of the optical properties. We consider only normal incidence, but polarisation e�ects

are taken into account. For a more general discussion of the analysis of optical data see

Ref [71]. Measurement of angularly resolved Low Loss EELS spectra allows the extraction

of the loss function, and hence the real and imaginary parts of the dielectric function (using

a Kramers-Kronig relation) [31, 80].
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C.2.3 Connection to electronic structure

As mentioned in the introduction, the interaction of a photon with the electrons in the

system under study is described in terms of time dependent perturbations of the ground-

state electronic states. Transitions are caused between occupied and unoccupied states

by the electric �eld of the photon (the magnetic �eld e�ect is weaker by a factor of

v

c

where v is the electronic velocity) or the time varying Coulomb potential of the swift

electron in EELS. When these excitations are collective they are known as plasmons which

are most easily observed by passing a fast electron through the system rather than a

photon, since transverse photons do not excite longitudinal plasmons. When the transitions

are independent they are as single particle excitations. The spectra resulting from these

excitations can be thought of as a joint density of states between the valence and conduction

bands, weighted by the appropriate matrix elements which introduce the selection rules.

C.2.4 Evaluation of the dielectric function

We calculate the imaginary part of the dielectric function, which is given by,

"

2

(q! 0

û

; �h!) =

2e

2

�
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X

k;v;c

jh 

c

k

jû:rj 

v

k

ij

2

�(E

c

k

� E

v

k

� E); (C.9)

in the long wavelength limit so that the dipole appoximation can be applied for both

optical and electron energy loss spectra where u is the vector de�ning the polarisation of

the incident electric �eld or the momentum transfer of the swift electron in EELS.

This expression is similar to Fermi's Golden rule for time dependent perturbations, and

"

2

(!) can be thought of as detailing the real transitions between occupied and unoccupied

electronic states. Since the dielectric function describes a causal response, the real and

imaginary parts are linked by a Kramers-Kronig transform. This is used to obtain the real

part, "

1

(!). "

1

(!)� 1 is a measure of the polarizability of the electronic system.

C.2.5 Details of the computation

Brillouin Zone integrations

The current approach to integration over the Brillouin Zone involves taking a symmetrised

Monkhurst-Pack grid, and smearing each energy level with a Gaussian spread function. As

mentioned in Chapter 3, the piecewise quadratic approach to the Brillouin zone integrations
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could be applied here, but corrections due to the dispersion of the optical matrix elements

would need to be implemented �rst.

Evaluation of Matrix Elements

The matrix elements that are required to describe the electronic transitions in Equation C.9

are h 

c

k

jrj 

v

k

i [91], which are normally written as

1

i!m

h 

c

k

jpj 

v

k

i, allowing straightforward

calculation in reciprocal space. However, this replacement depends on the use of local

potentials, which are not common in modern planewave codes. The corrected form of the

matrix elements for non-local pseudopotentials are,

h 

c

k

jrj 

v

k

i =

1

i!m
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c

k

jpj 

v

k

i+

1

�h!

h 

c

k

j[

^

V

nl

; r]j 

v

k

i; (C.10)

where

^

V

nl

is the non-local pseudopotential. It should be noted that this is the same

correction as the �rst order correction to the k.p matrix elements described in Chapter

3. Read and Needs [79] have emphasised its importance and noticed that many workers

neglect it in the calculation of optical properties.

Polarisation

For materials that do not display full cubic symmetry, the optical properties will display

some anisotropy. This can be included in the calculations by taking the polarisation of

the electromagnetic �eld into account or the direction of the momentum transfer of the

incident electron. When evaluating the dielectric function there are three options.

� Polarised

This requires a vector to de�ne the direction of the electric �eld vector for the light

at normal incidence to the crystal.

� Unpolarised

This takes the vector supplied as the direction of propagation of incident light at

normal incidence to the crystal. The electric �eld vector is taken as an average over

the plane perpendicular to this direction.

� Polycrystal

No direction need be speci�ed, the electric �eld vectors are taken as a fully isotropic

average.



C. Optical Spectra 127

Scissor operator

As discussed in more detail below, the relative position of the conduction to valence bands

are found to be in error when the Kohn-Sham eigenvalues are used. In an attempt to \�x"

this a rigid shift of the conduction band is imposed. This is given the formal name of a

scissor operator. Note, however, that the scissor operator is not included in the energy

denominator when evaluating the matrix element using Equation C.10 [45]. The application

of the scissor operator is required to produce a rigid upwards shift of the bandstructure

and hence the correct onset for interband transitions. Through k.p perturbation theory

the optical matrix elements are seen to be related to the band shape. If the scissor operator

was included in the energy denominator the optical matrix elements would clearly change

and hence so would the band shape which is not consistent with the simple rigid shift.

C.2.6 Limitations of the method

Local �eld e�ects

The level of approximation used here does not take any local �eld e�ects into account.

These arise from the fact that the electric �eld experienced at a particular site in the system

is screened by the polarisability of the system itself. So, the local �eld is di�erent from

the applied external �eld (i.e. the photon electric �eld). This can have a signi�cant e�ect

on the calculated spectra (see the example of bulk Silicon below). While the theoretical

treatment of this e�ect is well known | it involves the evaluation of the full dielectric

matrix [31] and it is prohibitively expensive to calculate for general systems at present.

Hence, local �eld e�ects will be neglected.

Quasiparticles and the DFT bandgap

In order to calculate any spectral properties an identity between the Kohn-Sham eigenval-

ues and the quasiparticle energies has to be made. Although there is no formal connection

between the two, the similarities between the Schr�odinger-like equation for the quasiparti-

cles and the Kohn-Sham equations provides the basis of this approach. For semiconductors,

it has been shown computationally (comparing quasiparticle and LDA bandstructures) that

most of the di�erence between Kohn-Sham eigenvalues and the true excitation energies can

be accounted for by a rigid shift of the conduction band upwards with respect to the va-

lence band [36]. This is attributed to a discontinuity in the exchange-correlation potential

as the system goes from (N)-electron to (N+1)-electron during the excitation process [35]
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Silicon All electron Pseudopotential

3s!3p 0.7034 0.7043

3p!3d 0.6764 0.6702

Table C.1: Optical matrix elements for an isolated atom, comparing all electron and

pseudopotential calculations.

which is not included in the LDA within DFT since it is a ground-state theory. There

can, in some systems, be considerable dispersion of this shift across the Brillouin Zone, in

which case the scissor operator used here will be insu�cient.

Excitonic e�ects

In connection with the absence of local �eld e�ects, excitonic e�ects are not treated in this

formalism. This will be of particular importance for ionic crystals where such e�ects are

large.

Others

Phonons and their optical e�ects in the infrared region have been neglected. There is

also an intrinsic error in the matrix elements for optical transition due to the fact that

pseudowavefunctions have been used (i.e. they deviate from the true wavefunctions in the

core region), leading to small numerical errors. However, the selection rules will not be

changed. See Table C.1 for a numerical test on an isolated atom (for which a straightfor-

ward comparison to all electron calculations may be made).

C.3 Practical details of the calculation

C.3.1 Producing optical spectra

The calculation of optical properties involves the following steps:

1. Perform a total energy calculation to evaluate the self-consistent charge density. This

allows the construction of the �xed Hamiltonian since V

H

and V

xc

depend on the

charge density.
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2. For the �xed Hamiltonian, �nd the Kohn-Sham eigenvalues for many more k-points

(for the Brillouin Zone integration) and many more unoccupied states than for the

selfconsistent calculation. The matrix elements for transitions between the occupied

and unoccupied states are evaluated at this stage.

3. From Equation C.9, "(!) is evaluated, for a given smearing to assist the Brillouin

zone integration, given scissor operator to correct the bandgap error and polarisation.

4. Using the above dielectric function the optical properties required can be evaluated,

following the methods given in Section C.2.1.

C.3.2 E�ects of varying parameters on optical spectra

Following the discussion in Appendix A, a study of the convergence of the optical properties

with various parameters is presented. Tests have been performed for a primitive cell of

Silicon and the results are presented in Figure C.1. A few words about each of the tests

follows.

Number of bands included

It is clear that "

2

(!) converges rapidly with the number of conduction bands included. The

contributions from successive bands can vary discontinuously due to selection rules.

Energy cuto�

While it is important to converge with planewave cuto� to obtain the correct energies for

the spectral features, the qualitative form of those features converge rapidly, as discussed

in Appendix A.

Number of k-points for SCF run

The optical properties converge rapidly with the number of k-points used in the SCF run,

which implies a degree of insensitivity to the calculated charge density.

Number of k-points for Brillouin Zone integration

The importance of converging the Brillouin zone integration for the optical properties with

k-point density is clear. Both energies and spectral features are strongly a�ected by the
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accuracy of this integration. The scheme described in Chapter 3 could be of assistance in

the future.

C.3.3 The question of accuracy and precision

The e�ect of the various parameters on the degree of convergence achieved in the calculation

of the optical properties has been described. It must, however, be kept in mind that full

convergence (which will frequently lead to a highly strenuous calculation) will not always

be appropriate. Experimental data is always only accurate to a given resolution, and the

theory itself (see Section C.2.6) is limited in accuracy.

C.4 Some calculated spectra compared to experiment

C.4.1 Silicon

Figure C.2 shows the dielectric properties of bulk Silicon. Note that while there is a good

general agreement with experiment [71], there is signi�cant deviation at the threshold

which can be attributed to the failure to include local �eld e�ects.

C.4.2 Diamond

Figure C.3 show the dielectric properties of Diamond. The agreement with experiment [71]

is very good for this wide bandgap material.

C.4.3 Titanium Disulphide

Figure C.4 shows the results of calculations for the lamellar material TiS

2

. While TiS

2

has

anisotropic optical properties, angle resolved data is not available [29], so a polycrystalline

calculation is shown. There is some controversy as to whether TiS

2

is a semiconductor

or semimetal, but this DFT LDA calculation shows it to be a semimetal. The possibility

of a bandgap error could be the cause for some deviation from experiment, as could the

complications introduced by anisotropy. However, again there is good general agreement

with experiment.
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C.5 Comparison of all electron and pseudopotential

calculations

The approach to the calculation of optical properties described in this appendix was initially

intended to be used exclusively with pseudopotentials. However, as described in Chapter

4, if a su�ciently high planewave cuto� is used, in combination with the e�cient Brillouin

zone integration of Chapter 3, then all electron calculations are feasible for small systems

using the CASTEP total energy code. Having performed such an all electron bandstructure

calculation there is clearly no obstruction to evaluating the optical spectra. But since the

all electron calculations include the core states, the resulting spectra will, at high energy,

include the absorption thresholds due to transitions from the core states into the empty

conduction bands. Thus, the X-ray (or EELS in the dipole approximation) absorption

spectra is calculated. This o�ers an opportunity to test the approach given earlier in this

thesis for the calculation of ELNES within the dipole approximation.

Figure C.5 shows such a calculation for a primitive cell of Diamond. The planewave

cuto� for the all electron calculation was 9000eV, and 16 k-points were used. Note the

K-edge threshold does not occur at the experimental value. This is most likely due to

the incomplete convergence with planewave cuto�. The pseudopotential calculation |

performed at a 600eV cuto� | is constructed from two parts. At low energy is a standard

optical calculation | and shows good agreement with the all electron calculation. The

K-edge at higher energies is calculated using the scheme described in this thesis. Since the

energy of the core state is a unknown in the pseudopotential approximation, the threshold

is aligned with that of the all electron calculation, but no other scaling is applied. Thus, it

is again emphasised that the direct evaluation of the ELNES matrix elements within the

pseudopotential approximation allows the absolute evaluation of the imaginary part of the

dielectric function. The comparison serves to increase the con�dence in the two di�erent

approaches to the calculation of spectral properties, since the same results are obtained

via two di�erent routes.
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Figure C.1: A series of convergence tests - Im("(!)).
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Figure C.2: The complex dielectric function was calculated with a 200ev cuto�, 24

bands, a 15x15x15 Monkhurst-Pack grid, a 0.5ev Gaussian smearing and a 0.5ev Scissor

operator.
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Figure C.3: The complex dielectric function was calculated with a 600ev cuto�, 24

bands, a 15x15x15 Monkhurst-Pack grid, a 0.5ev Gaussian smearing and a 0.7ev Scissor

operator.
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Figure C.4: The complex dielectric function was calculated with a 400ev cuto�, 32

bands, a 11x11x6 Monkhurst-Pack grid, a 0.5ev Gaussian smearing and a 0.0ev Scissor

operator.
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Figure C.5: Imaginary part of the dielectric function for Diamond | evaluated using

both a bare coulomb potential and pseudopotential. The K-edge is scaled by 400 so as

to be comparable to the low loss region.
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