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Monte Carlo in Quantum Mechanics
e N-body QM is about solving integral problems in 3/N dimensions
e Monte Carlo provides stochastic estimates of integrals
For example, for VMC we usually choose to:
e Take 7 random samples in 3/N-d space, R, from distribution 1) (R))
e Gives random variable F(R) = ¢~ 1 H1)

Then Monte Carlo with this choice of sampling gives

Est, [(V|fw)] = Est, [ / szLdR]

® The estimate provided is a sample value of a random variable
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What is its distribution?
Starts with samples from a random number generator of distribution o ¢2
— r samples of R
— 1 samples of F1(R)
— 1 sample of Est,. [Ey] = 1/r>1_; Ep
are all random variables, with different distributions
r samples of R provide one sample of the total energy estimate

e Knowledge of its distribution is neccesary to obtain statistical error bars
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Central Limit Theorem

Distribution of E';, is far from Gaussian:

P(E)
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CLT shows® that 1/r >_"_; Fy, is a sample from a distribution that:

e is Gaussian (in large 7 limit)

e has mean ()| H|1))

e has standard deviation 0 = /Var[Ep]/r

e 63.26895 % Confidence interval is =0 about mean

e 99.99994 9 Confidence interval is =5o about mean

2Except when it doesn’t
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Is sz the ‘best’ distribution to sample with?
Previous two slides sampled R with distribution ¢2 - ‘standard sampling’
e We can sample with a wide range of functions of R - average wF';, sampled with ¢2/w
e \Which function gives the smallest random error for » samples - the optimum function ?
e How much better than standard sampling is it ?

e Does the CLT still apply for optimum sampling ?
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Incomplete solution...

e General sampling, use P(R) = (31? /w, with 3 a normalising constant
EStr [Etot] - o Z wEL(R1>

e CLT gives standard deviation in estimate of F},;

o L
r 32

o

{(WEL)?) — (wEL)?]
e use definition of averages and (3 as integrals:
2
= o’ = [¢?fwdR [wi*BLdR - [ / ¢2ELdR]
e Find stationary values w.r.t variations in function w:
do? 1

=0 = = —
Sw YT E

The solution?
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Incomplete solution...

Estimate of total energy:
1
EStr [Etot] — B(Sgn(EL)>r

Estimate of standard error in total energy:

1 1

Est, |0%| = — — —(san(EL));

T
e Optimum sampling depends on zero of energy

e (Jis treated as a fixed variable, but is defined by
1 2
= [IBL R
B
so we need a MC estimate to evaluate it

e Most of the random error will be in (3

= This is not optimum sampling
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A more complete solution...

e Including the normalisation from the start, with unspecified w, gives

(WEL),

Est, [Eiot] = (o),

e Same as standard sampling for w = 1
e Optimum sampling is the w that minimises the random error in the estimate of this quotient

So, we need something more than the usual CLT, as this estimate of the total energy is a quotient of

two sums of random variables
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Are they independent ?

Considering the distribution of the numerator and denominator separately,
T T
i=1 i=1

o) Y
Est, [Eio] = X

Both Y and X depend of R, so do they depend on each other?
For r = 1 they do - 1 random R provide 2 random variables

For > 1 they do not -  random Rs are reduced to 2 random variables
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An example: r=1

0.2 0.4 0.6 0.8 1

e 1000 samples of (Y, X') each constructed from 1 sample of R
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An example: r=2

0.2 0.4 0.6 0.8 1

e 1000 samples of (Y, X) each constructed from 2 samples of R
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An example: r=1000

-3.8 .

-3.9

<UJEL>1000

-4.1 '
0.76 0.78 0.82

e 1000 estimates of (Y, X') each constructed from 1000 samples of R
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Bivariate CLT

e Y and X alone both have a Gaussian distribution

e only partial linear correlation remains between Y and X

1 /2

% ‘O|1/2 eXp(—SQ/Q)

Ply,z) =

s* =1 [en(r — (X))* = 2enn(x = (X)) (y = (V) + enly — (V)] /IC]

e (' is the co-variance matrix, with elements ¢;1, C12, Cao
e This is analogous to the variance in 1d
® 15 measure the partial correlation between Y and X

e They can be estimated an analogous way to the variance for one variable
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Estimate and Error for arbitrary sampling

e Estimated total energy, for sampling with P oc 9% /w

Est, [Eio] = W = ;

e Confidence intervals from bivariate Gaussian via Fieller’'s theorem:

(rYX —cp) + \/(TYX — 012)2 — (rX2 —c1) (rY? — co9)

lul_
’ 7”X2—011

For 68.3% probability that [; < Est,.[FE.] < [,

e This is the equivalent of ‘standard error = standard deviation/+/r’ for the distribution of gradients

that give the estimate of the total energy

ESDG
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Optimum Sampling
e What w gives the smallest confidence interval for  samples?

Using definition of C', Y, X, size of confidence interval is

(l, —1)* = ¢* [ ¢*/wdR [wi?(Ep — Est, [Ejo])*dR
’ r [ v2dR]?

e Use the Est, [E;;] that we estimate, with mean E;,; and variance (I, — [;)*/4

e Take the mean of the equation for (I, — [;)?

[/¢MRr;ﬂm—m%j/g}R/w¢ﬂ@h—Emﬁ+aw—qu

e Find stationary values w.r.t variations in function w:

5(lu - ll)2 1
=) = w= 7
ow (EL = Eiot)® + (lu — 11)?/4]
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Optimum Sampling

e Sample 3/N-d space with P o 1)* /w, where

1
(B — Eo)? + 2]/

w =

where F)y is an estimate of the total energy, and € is its standard error
e Independent of zero of energy
e No unknown normalisation constants
To apply it in practice:
e Estimates of £y and € required, but these do not bias results

e or self consistency
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Theoretical limit

e Results provides a theoretical limit to how small the statistical error can be for r samples (in the

large 7 limit)

e For standard sampling, the 68.3% confidence interval is 2¢ in size, with

1/2

¢ — \}; [ [ 0H(EL — Ei)PaR

e For optimum sampling, the 68.3% confidence interval is 2¢ in size, with
1 2
€ = 7?/7# ‘EL—EtOt|dR

e For a Gaussian distribution of £, optimum sampling error is 0.8 X standard sampling error

e This ratio will get smaller the ‘fatter’ the distribution of £,
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A final point....

e We could sample with P = §(E — Fy), which gives the exact answer for one sample

e This is not a stochastic estimate, since exact E},; is required exactly
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What does optimum sampling give us ?

e Provides a theoretical limit to random error as a function of r

e Provides a measure of how close to optimum any sampling strategy is

e Bivariate analysis is applicable to most QMC methods

e Applicable to estimates of any operator

e |f the CLT is invalid for standard sampling, then optimum sampling should reinstate it
What does it not tells us...

e Relative computational cost
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