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Chemical Shift

Quadrupolar coupling (EFG)

spin-spin coupling (eg J-coupling)
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Small changes in precession 
frequency of nucleus
sharp peaks

nuclei spin>1/2 interact with local 
electric field gradients
Characteristic broad peaks

splitting of resonance due to nucleus-
nucleus interaction
hard to observe in solids....

NMR parameters
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we will focus on non-metallic, diamagnetic materials
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magnetic shielding

Orbital Current induced by 
B-field in Porphyrin ring

Blocal = B0+Binduced

Binduced  = -σ B0

ω = γ Blocal

Magnetic Shielding
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The flow of orbital currents induced by the external magnetic 
field causes a spatial variation in the local magnetic field. This 
is characterised by the magnetic shielding tensor



DFT+spectroscopy: Oxford 2009 Jonathan R. Yates

13C NMR

δiso =
(ω − ωref)× 106

ωref

chemical shift
(ppm)

Flurbiprofen
non-steriodal anti-inflamatory

δiso = σref − σiso

magnetic shielding
(from calc)
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Each distinct C atom experiences a different magnetic field and 
resonates at a unique frequency.

Measure the change wrt a standard (for 13C this is liquid 
tetramethylsilane)
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current to shift
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equivalently and by convention, within the 1st Brillouin
Zone.

The problem of solving for an infinite number of elec-
trons has become one of calculating for a finite number
of bands at an infinite number of k-points. However,
physical properties are expected to be smoothly varying
functions of k and hence many integrals can be well ap-
proximated by a finite sampling of k. A common scheme
for Brillouin Zone integration are the sets of regular in-
tegration grids introduced by Monkhorst and Pack.

1. The supercell approximation

The application of periodic boundary conditions forces
periodicity on the system studied. To address systems
which do not have full three dimensional translational
symmetry — for example the study of defects, impuri-
ties or even the interaction of molecules and surfaces,
the supercell approximation can be used. Aperiodic sys-
tems are approximated by enclosing the region of in-
terest in either bulk material (for a defect) or vacuum
(for a molecule) and then periodically repeating this cell
throughout space (Figure??) The supercell must be large
enough for the fictitious interactions between neighboring
cells to be negligible.

C. The planewave basis set

In order to solve the eigenvalue problem of Equation 2
numerically the eigenstates must be represented by some
basis set. While there are many possible choices, the one
made here is to use planewaves as the basis. There are
many advantages in the use of planewaves: they form
a mathematically simple basis, they naturally incorpo-
rate periodic boundary conditions, and, perhaps most
importantly planewave calculations can be taken system-
atically to convergence as a function of the size of the
basis. The Kohn-Sham eigenstates are expressed as,

Ψn
k(r) =

∑

G

cn
k(G)ei(k+G).r, (5)

where the sum is over all reciprocal lattice vectors G.
To truncate the basis set the sum is limited to a set of
reciprocal lattice vectors contained within a sphere with
a radius defined by the cutoff energy, Ecut:

!2|k + G|2

2m
≤ Ecut. (6)

Hence, the basis set is defined by the maximum kinetic
energy component it contains. Physical quantities can be
converged systematically by increasing Ecut. (figure of
shielding convergence) A Fast-Fourier Transform (FFT)
can be used to change the representation of the eigen-
states from a sum of Fourier components to to a uniform
grid of points in the real-space unit cell. The use of nu-
merically efficient FFTs is one key to the success of the

planewave/pseudopotential formalism - it allows individ-
ual operations to be performed in the most efficient basis,
e.g. the kinetic energy operator in Fourier space, and a
local potential in real space.

D. The pseudopotential approximation

The electrons in an atom can be divided into two types
— core electrons and valence electrons. The core elec-
trons are tightly bound to the nucleus, while the valence
electrons are more extended. A working definition for
core electrons is that they are the ones which play no part
in the interactions between atoms, while the valence elec-
trons dictate most of the properties of the material. It
is common to make the frozen core approximation. The
core electrons are constrained not to differ from their
free atomic nature when placed in the solid state envi-
ronment. This reduces the number of electronic degrees
of freedom in an all electron calculation. It is a very
good approximation. A different, but physically related,
approach is taken in the pseudopotential approximation.

Since, in an all electron calculation, the valence elec-
tron wavefunctions must be orthogonal to the core wave-
functions they necessarily have strong oscillations in the
region near the nucleus (see the all electron wavefunction
in Figure 3). Given that a planewave basis set is to be
used to describe the wavefunctions, these strong oscilla-
tions are undesirable — requiring many plane waves for
an accurate description. Further, these oscillations are of
very little consequence for the electronic structure in the
solid, since they occur close to the nucleus, and interact
little with the neighboring atoms. In the pseudopotential
approach only the valence electrons are explicitly consid-
ered, the effects of the core electrons being integrated
within a new ionic potential. The valence wavefunctions
need no longer be orthogonal to the core states, and so
the orthogonality oscillations disappear, hence far fewer
plane waves are required to describe the valence wave-
functions.

IV. CHEMICAL SHIELDING IN A PERIODIC
SYSTEM

When a sample of matter is placed in a uniform, exter-
nal magnetic field electronic currents flow throughout the
material. For an insulating, non-magnetic material only
the orbital motion of the electrons contribute to this cur-
rent. The current j(r), produces a non-uniform induced
magnetic field in the material, which is given by the Biot-
Savart law as

Bin(r) =
1

c

∫
d3r′j(r′) ×

r − r′

|r − r′|3
. (7)

The chemical shielding tensor is defined as the ratio be-
tween this induced field, and the external applied field

Bin(r) = −!σ(r)Bext. (8)

O = O(0) + O(1) +O(B2)

Biot-Savart

Obtain current within perturbation 
theory (linear response) 
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To compute the chemical shifts we just need to calculate 
the current induced by the external magnetic field

Bin  = -σ B0

note: σ is a rank 2 tensor
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Atomic states

Si

6
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Frozen Core Approximation
• “Core” electrons taken from free atom    
    fixed during calculation

Pseudopotential Approximation
• Valence electrons experience weak effective potential in the core region

Periodic Calculations
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To simulate periodic systems planewaves are a convenient choice: however describing the tightly bound core states, 
and oscillatory part of the valence states close to the nucleus are prohibitively expensive. We must approximate...

Note: Typically these two approximations are used together. But this does 
not have to be the case. Some codes can employ ʻself-consistentʼ 
pseudopotentials which allow the core states to ʻrelaxʼ to their specific 
environment.
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Pseudopotentials

Si
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GIPAW

Frozen Core Approximation
• Contribution of “core” electrons to shielding is not chemically sensitive 

1s states in Carbon contribute ~200ppm in diamond, benzene, proteins  
ie core states contribute to shielding - but not shift. 

 
Pseudopotential Approximation
• Use PAW method to fix-up valence wavefunction in the core region
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Overcoming the previous approximations
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Projector Augmented Waves
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COMPUTATIONS OF MAGNETIC RESONANCE PARAMETERS FOR CRYSTALLINE SYSTEMS: PRINCIPLES 5

The shielding of the reference standard, σ iso
ref , could be

obtained by performing a calculation on the standard com-
pound itself, but this is often not convenient—for example, if
the reference is a liquid or solution. For this reason, most stud-
ies have obtained σ iso

ref as the intercept of a line of unit gradient
fitted to a graph of calculated shieldings against experimental
shifts.

3.2 Core States and Pseudopotentials

In the planewave-pseudopotential approach, it is implicit that
the core electrons can be treated separately from the valence
states in an atomic code. Historically, the validity of the frozen
core approximation for NMR properties had been doubted, but
a careful study by Gregor, Mauri, and Car11 showed that,
if the core and valence states are partitioned in a gauge-
invariant way, the shielding of the core electrons is chemically
insensitive. The contribution of the core electrons to chemical
shifts can hence be neglected. If absolute shieldings are
required, the core contribution is most conveniently calculated
by setting the gauge origin at the atomic center, so that
the shielding is purely diamagnetic and given by the Lamb
formula,

σij = δij
µ0e

2

4πme

∫
d3r

n(r)
r

(23)

As shown in Figure 2, the use of pseudopotentials implies
a nonphysical form for the wavefunction in the region
close to the nucleus. For this reason, a formalism based on
pseudopotentials might appear a poor choice for the calculation
of nuclear magnetic resonance parameters. The upper part of
Figure 4 shows shieldings computed for a range of isolated
molecules by using only the pseudowavefunctions (i.e.,
neglecting the fact that the pseudowavefunction differs from
the true all-electron wavefunction close to the nucleus), and the
corresponding large basis set quantum-chemical calculations.
For proton shieldings, the agreement is reasonable. For 13C,
the pseudopotential results reproduce the general trend of
the all-electron shieldings although the slope is somewhat
less than unity. Uncorrected pseudopotential calculations for
proton and first row elements have been presented (see e.g.,
Ref. 12); the agreement can be improved by using rather
hard pseudopotentials (i.e., a small matching radius). For the
second row elements, Si and P, Figure 4 shows the impact of
the pseudopotential approximation to be dramatic with almost
all of the chemical sensitivity lost. In order to make direct
comparison to experiment, it is therefore vital to correctly
account for the use of pseudopotentials and to obtain shieldings
with the accuracy of all-electron calculations.

The basis for such an approach was provided by projector
augmented wave (PAW) method introduced by van de Walle
and Blöchl.14 In this scheme, a linear transformation T maps
the valence pseudo wavefunctions |$̃〉 onto the corresponding
all-electron wavefunctions, |$〉 = T |$̃〉,

T = 1 +
∑

R,n

[|φR,n〉 − |φ̃R,n〉]〈p̃R,n| (24)

|φR,n〉 are all-electron atomiclike states obtained from
a calculation on an isolated atom and |φ̃R,n〉 are the
corresponding pseudized states. 〈p̃R,n| are a set of projectors
such that 〈p̃R,n|φ̃R′,m〉 = δR,R′δn,m. R labels the atomic site
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Figure 4 Isotropic magnetic shielding for nuclear sites in a range of
molecules. The graphs show shieldings obtained by the GIPAW method
and ultrasoft pseudopotentials plotted against all-electron shielding. The
straight line represents perfect agreement. The upper figure (a) shows
the contribution without GIPAW augmentation, the lower figure (b) plots
the total contribution. (Reproduced from Ref. 13.  American Physical
Society, 2007)

and n is a composite index that accounts for the angular
momentum and the number of projectors. In simple terms, the
PAW transformation works by computing the component of a
certain atomic-like state (say 2p) in a pseudowavefunction,
and replacing the pseudized component by its all-electron
form. This may seem like a rather approximate procedure,
but because the atomic states form a good basis for the
wavefunction in the region close to the nucleus, it can be
made highly accurate by using multiple projectors.

Within the PAW scheme, for an all-electron local or
semilocal operator O , the corresponding pseudooperator, Õ,
is given by

Õ = O +
∑

R,n,m

|p̃R,n〉
[
〈φR,n|O|φR,m〉

− 〈φ̃R,n|O|φ̃R,m〉
]
〈p̃R,m| (25)

As constructed in equation (25), the pseudooperator Õ
acting on pseudowavefunctions will give the same matrix
elements as the all-electron operator O acting on all-electron
wavefunctions.

For a system under a uniform magnetic field, PAW alone
is not a computationally realistic solution. In using a set of
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Figure 4 Isotropic magnetic shielding for nuclear sites in a range of
molecules. The graphs show shieldings obtained by the GIPAW method
and ultrasoft pseudopotentials plotted against all-electron shielding. The
straight line represents perfect agreement. The upper figure (a) shows
the contribution without GIPAW augmentation, the lower figure (b) plots
the total contribution. (Reproduced from Ref. 13.  American Physical
Society, 2007)
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Figure 4 Isotropic magnetic shielding for nuclear sites in a range of
molecules. The graphs show shieldings obtained by the GIPAW method
and ultrasoft pseudopotentials plotted against all-electron shielding. The
straight line represents perfect agreement. The upper figure (a) shows
the contribution without GIPAW augmentation, the lower figure (b) plots
the total contribution. (Reproduced from Ref. 13.  American Physical
Society, 2007)

and n is a composite index that accounts for the angular
momentum and the number of projectors. In simple terms, the
PAW transformation works by computing the component of a
certain atomic-like state (say 2p) in a pseudowavefunction,
and replacing the pseudized component by its all-electron
form. This may seem like a rather approximate procedure,
but because the atomic states form a good basis for the
wavefunction in the region close to the nucleus, it can be
made highly accurate by using multiple projectors.

Within the PAW scheme, for an all-electron local or
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Õ = O +
∑

R,n,m

|p̃R,n〉
[
〈φR,n|O|φR,m〉

− 〈φ̃R,n|O|φ̃R,m〉
]
〈p̃R,m| (25)

As constructed in equation (25), the pseudooperator Õ
acting on pseudowavefunctions will give the same matrix
elements as the all-electron operator O acting on all-electron
wavefunctions.

For a system under a uniform magnetic field, PAW alone
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Figure 4 Isotropic magnetic shielding for nuclear sites in a range of
molecules. The graphs show shieldings obtained by the GIPAW method
and ultrasoft pseudopotentials plotted against all-electron shielding. The
straight line represents perfect agreement. The upper figure (a) shows
the contribution without GIPAW augmentation, the lower figure (b) plots
the total contribution. (Reproduced from Ref. 13.  American Physical
Society, 2007)

and n is a composite index that accounts for the angular
momentum and the number of projectors. In simple terms, the
PAW transformation works by computing the component of a
certain atomic-like state (say 2p) in a pseudowavefunction,
and replacing the pseudized component by its all-electron
form. This may seem like a rather approximate procedure,
but because the atomic states form a good basis for the
wavefunction in the region close to the nucleus, it can be
made highly accurate by using multiple projectors.

Within the PAW scheme, for an all-electron local or
semilocal operator O , the corresponding pseudooperator, Õ,
is given by

Õ = O +
∑
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[
〈φR,n|O|φR,m〉

− 〈φ̃R,n|O|φ̃R,m〉
]
〈p̃R,m| (25)

As constructed in equation (25), the pseudooperator Õ
acting on pseudowavefunctions will give the same matrix
elements as the all-electron operator O acting on all-electron
wavefunctions.

For a system under a uniform magnetic field, PAW alone
is not a computationally realistic solution. In using a set of

+-

=

pseudo

all-electron

pseudo all-electron

GIPAW
Gauge-Including Projector Augmented Waves
Modification of PAW by Pickard and Mauri for 
systems in an external magnetic field - plays a role 
similar to GIAO in quantum chemistry techniques
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GIPAW
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the GIPAW augmentations are included, the agreement with
the all-electron results is excellent. As for the norm-
conserving case,11 the largest absolute deviations are for
phosphorus. However, these represent a small fraction of the
total range of phosphorus chemical shieldings.

We next consider silicate compounds. In Ref. 15, O and Si
chemical shielding tensors were computed for a small cluster
derived from the !-quartz structure, both using the GIPAW
approach with NCP and with the IGAIM approach with a
large !pentuple zeta" Gaussian basis. In Table I, we compare
isotropic chemical shieldings, chemical shielding anisotropy
"aniso, and chemical shielding asymmetry # computed with
the three approaches. The agreement between the approaches
is good. We also use this silicate cluster to examine the con-
vergence of the chemical shielding with the size of the plane-
wave basis. Clearly, the rate of convergence depends on the
size of the pseudopotential augmentation region; a larger
augmentation region allows for a softer pseudopotential and
hence fewer plane waves are required for numerical conver-
gence. However, the augmentation region should not be so
large that neighboring augmentation regions have significant
overlap; otherwise, errors will be introduced. The relatively
large Si–O bond lengths in silicates allow for a large aug-
mentation region for an oxygen pseudopotential and we con-
sider values of 1.3 and 1.5 bohr. We note that for the shorter
oxygen bonds found in organic materials, only the smaller
augmentation region will be appropriate. In Fig. 2, we plot

the convergence of the isotropic O chemical shielding
against maximum plane-wave energy for NCPs and USPs
with augmentation regions of both 1.3 and 1.5 bohr. The
faster convergence rate of USPs is apparent. We also note
that for both NCPs and USPs, the final converged result is
independent of the size of augmentation region, demonstrat-
ing the stability of the GIPAW approach.

Finally, we consider truly crystalline systems, for which
we compare to existing GIPAW calculations using NCP, and
experiment. We now use the PBE density functional36 which
has been shown to give chemical shifts in good agreement
with experiment.15,19 In Table II, we present 17O NMR pa-
rameters calculated using USPs for three silicate materials,
together with results from Ref. 15 using NCP and experi-
mental results. The structures of the materials and the details
of the Brillouin zone integration are the same as used in Ref.
15. Plane waves up to a maximum energy of 40 Ry are used.
The agreement of the parameters computed with USPs, both
with the existing NCP results and experiment, is excellent. In
particular, the assignment of the oxygen sites in coesite is
consistent between the two sets of computational results. For
these materials, we find that the use of USPs gives a 50%
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FIG. 1. !Color online" Isotropic chemical shielding for nuclear
sites in a range of molecules !Ref. 35". The graphs show shieldings
obtained with the GIPAW-USP method plotted against all-electron
shielding !Ref. 30". The straight line represents perfect agreement.
The upper figure !a" shows the contribution without GIPAW aug-
mentation !$bare+$core"; the lower figure !b" plots the total
contribution.

TABLE I. Chemical Shielding parameters for a O-!SiH3"2 clus-
ter derived from the !-quartz structure. The all-electron calculations
!Ref. 15" use the IGAIM method with cc-pCVxZ basis sets for O
and Si. The GIPAW-NCP calculations !Ref. 15" use Troullier-
Martins pseudopotentials with a 120 Ry plane-wave cutoff. The
plane-wave cutoff for the GIPAW-USP calculation is 60 Ry.

USP NCP All-electron

O $iso 317.62 315.62 316.49
"aniso −109.75 −111.12 −109.25

# 0.02 0.02 0.03

Si!1" $iso 340.55 345.23 340.98
"aniso 150.61 147.89 151.07

# 0.08 0.09 0.08

Si!2" $iso 339.28 343.84 339.60
"aniso 149.53 147.01 150.24

# 0.08 0.08 0.08
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FIG. 2. Convergence with plan-ewave cutoff energy of the 17O
isotropic chemical shielding in a O-!SiH3"2 cluster derived from the
!-quartz structure. The all-electron result is taken from Ref. 15.
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|Ψ(1)
o 〉 =

∑

e

|Ψ(0)
e 〉〈Ψ(0)

e |
ε − εe

H(1)|Ψ(0)
o 〉 = G(ε(0)

o )H(1)|Ψ(0)
o 〉

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )r× p|Ψ(0)

o 〉 · B
]
− 1

2c
ρ(r′)B× r′

j(1)(r′) = 2
∑

o

[
〈Ψ̄(1)

o |J̄(0)(r′)|Ψ̄(0)
o 〉 + 〈Ψ̄(0)

o |J̄(0)(r′)|Ψ̄(1)
o 〉 + 〈Ψ̄(0)

o |J̄(1)(r′)|Ψ̄(0)
o 〉

]

J(r′) =
1
c
A(r′)|r′〉〈r′| − p|r′〉〈r′| + |r′〉〈r′|p

2

Current given by perturbation theory

Paramagnetic Diamagnetic

3

It can thus be seen that the question of computing the
chemical shielding tensor is that of computing the in-
duced electronic current. As the magnetic fields used in
NMR experiments are small (i.e. small enough the ??)
we can compute the induced current within perturbation
theory, keeping quantities to linear order in the external
field (we represent such linear quantities by a subscript
(1)). To linear order the current is given by

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)|Ψ(1)
o 〉

]
(9)

+2
∑

o

〈Ψ(0)
o |Jd(r′)|Ψ(0)

o 〉,

where the the current operator J(r′), has been written
as the sum of diamagnetic and paramagnetic terms,

J(r′) = Jd(r′) + Jp(r′), (10)

Jd(r′) =
1

c
A(r′)|r′〉〈r′|, (11)

Jp(r′) = −
p|r′〉〈r′| + |r′〉〈r′|p

2
. (12)

Within perturbation theory |Ψ(1)
o 〉 is given by

|Ψ(1)
o 〉 =

∑

e

|Ψ(0)
e 〉〈Ψ(0)

e |

ε − εe
H(1)|Ψ(0)

o 〉 = G(ε(0)
o )H(1)|Ψ(0)

o 〉,

(13)

where the definition of the Green function G(ε(0)
o ) has

been introduced. Using the symmetric gauge for the vec-
tor potential, A(r) = 1/2B × r, the linear order Hamil-
tonian is given by H(1) = A · p and we arrive at the
following expression for the induced current,

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )r × p|Ψ(0)

o 〉
]

−
1

2c
ρ(r′)B × r′ (14)

where ρ(r′) = 2
∑

o〈Ψ
(0)
o |r′〉〈r′|Ψ(0)

o 〉 is the ground-state
charge density. So far no distinction between finite and
extended systems has been made. In the following sec-
tions the conceptual, and practical difficulties in applying
Eqn. 14 to extended systems are discussed.

A. The position operator problem

For a finite system there is in principle no problem in
computing the induced current directly from Eqn. 14.
However, for an extended system there is an obvious
problem with the second (diamagnetic) term of Eqn. 14;
the presence of the position operator r, will generate a
large contribution far away from r = 0, and the term will
diverge in an infinite system. The situation is saved by
recognizing that an equal but opposite divergence occurs
in the first (paramagnetic) term of Eqn. 14, and so only

the sum of the two terms is well defined. A little alge-
braic manipulation gives an alternative expression for the
current

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )(r − r′) × p|Ψ(0)

o 〉
]
.

(15)

In an insulator the Green function G(ε(0)
o ) is localized and

so j(1)(r′) remains finite at large values of (r − r′).
At this point there still remains the question of the

practical computation of the current, which for reasons
of efficiency it is desirable to work with just the cell pe-
riodic part of the Bloch function. Eqn. 15 is not suitable
for such a calculation as the position operator cannot be
expressed as a cell periodic function. One solution to
this problem is to consider the response to a magnetic
field with a finite wavelength i.e. B = sin(q · r)q̂. In
the limit that q → 0 the uniform field result is recovered.
For a practical calculation this enables one to work with
cell periodic functions, at the cost that a calculation at
a point in the Brillouin Zone k will require knowledge of
the wavefunctions at k ± q (ie six extra calculations for
the full tensor). A complete derivation was presented in
Refs.1,2 leading to the final result for the current,

j(1)(r′) = lim
q→0

1

2q
[S(r′, q) − S(r′,−q)] (16)

where

S(r′, q) =
2

cNk

∑

i=x,y,z

∑

o,k

(17)

Re

[
1

i
〈u(0)

o,k|J
p
k,k+qi

(r′)Gk+qi
(εo,k)B × ûi · (p + k)|ū(0)

o,k〉

]
,

qi = qûi, Nk is the number of k-points included in the
summation and

J
p
k,k+qi

= −
(p + k)|r′〉〈r′| + |r′〉〈r′|(p + k + qi)

2
. (18)

jry: Two thoughts: I could explicitly write in the green
function above (ie show that it uses uk+q). I could show
how (r-r’) can be written as a limit of finite q formula -
ie one sort of subs this into Eq. 15

An alternative solution to this problem was developed
by Sebastiani. Rather than compute the magnetic re-
sponse using extended Bloch functions a transformation
to Wannier orbitals is made. As Wannier orbitals can be
chosen to be well localized around a particular lattice site
it is then possible to apply a position operator directly.

When a planewave basis set is used we will obtain
j(1)(r′) on the points of the FFT grid. In general these
will not coincide with the positions of the nuclei, and so to
compute the induced field, B(1)(R), we Fourier transform
Eq. (7) and j(1)(r′) into reciprocal space. The induced
magnetic field can then be simply evaluated as,

B(1)(G) =
4π

c

iG × j(1)(G)

G2
, (19)

Symmetric gauge:
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j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )(r− r′)× p|Ψ(0)

o 〉 · B
]

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )r× p|Ψ(0)

o 〉 · B
]
− 1

2c
ρ(r′)B× r′

using a “sum rule”

4

recovered from the conservation of the number of elec-

trons,
∑

i T−1(ε(1)F − ε(1)i )δ(−
ε
(0)
F −ε

(0)
i

T ) = 0. In this work

we will always have ε(1)F = 0. Function δ(x) is defined
as the derivative of f(x), δ(x) = −df(x)/dx. The Green
functions G(ε) is defined as

Ḡ(εi) =
∑

j

fF,j − fF,i

ε(0)j − ε(0)i

|Ψ̄(0)
j 〉〈Ψ̄(0)

j | (21)

The sum over j runs over all states. For i = j, the

limit (fF,j − fF,i)/(ε(0)j − ε(0)i )
i=j
$→ δ(−

ε(0)
F

−ε(0)i

T ) is taken.
Expression 20 contains a factor two for spin.

IV. NMR ORBITAL SHIFTS

The method presented in this section is an extension
to metals of the scheme proposed in Ref. 4 to compute
NMR shifts in insulators. The Fermi surface is modeled
using the smearing scheme of Ref. 20. For the sake of
simplicity, the proof is given for an all-electron system
(i. e. with Vnl

R
= 0).

We first compute the induced-current to first order for
a finite system. The result is re-expressed in a form suit-
able for extended systems using the sum-rule of appendix
A. This expression is then specialized to the case of pe-
riodic systems. Finally, we give the expression of the
orbital current for a pseudo-system.

A. Finite systems

By setting Vnl
R

= 0, the Hamiltonian of an all-electron
system is recovered from Eq. 8,

H = H(0) + H(1) + O(B2), (22)

H(0) =
1

2
p2 + Vscf (r) (23)

H(1)
o =

1

2c
L · B (24)

We note |Ψi〉 the all-electron wavefunctions. The cur-
rent operator for an all-electron system is given in Eq. 1.
Using the linear response Eq. 20, the expectation value
j(1)(r′) can be recovered as,

j(1)(r′) = 2
∑

i

&
{

〈Ψ(0)
i |Jp(r′) G(ε(0)i ) H(1)

o |Ψ(0)
i 〉

}

−
B ∧ r′

c
ρ(0)(r′). (25)

In the above equation, we have used the assumption that
there is no linear order variation of the Fermi energy,

ε(1)F = 0. Indeed, in a non-degenerate system, the linear

order variation of the eigenvalues are ε(1)i = 〈Ψ(0)
i | 1

2cL ∧

B|Ψ(0)
i 〉 for a given field B. Since the zero order system

is invariant upon time reversal, the wave-functions |Ψ(0)
i 〉

can be chosen real. Hence, we have ε(1)i = 0. It follows

from the condition on ε(1)F given in section III that ε(1)F =
0.

Eq. 25 is valid for a finite system only. indeed, for r′ $→
∞, B∧r′ρ(r′) diverges in an extended system. There is a
similar divergence in the other term of Eq. 25, such that
the orbital current itself is finite. Yet, from a numerical
point of view, Eq. 25 cannot be used to compute j(1)(r′).

B. Extended System

Following Ref. 4, Eq. 25 can be reexpressed using a
generalized f -sum rule (given in appendix A) into a more
practical expression for an extended system. We have,

B ∧ r′

c
ρ(0)(r′) =

∑

i

fF,i〈Ψ
(0)
i |

1

cı
[B ∧ r′ · r,Jp(r)] |Ψ(0)

i 〉, (26)

where Jp is an odd operator and B∧r′·r an even operator.
Using the sum rule, Eq. 25 can be rewritten as,

j(1)(r′) =
1

c

∑

i

&

{

〈Ψ(0)
i |Jp(r′)

G(ε(0)i ) (r − r′) ∧ p|Ψ(0)
i 〉

}

(27)

Since position quantities now enter as differences, it fol-
lows that the above expressions is invariant upon trans-
lation of the system. Furthermore, the Green function at
finite temperature is short-ranged. It follows that contri-
butions to the orbital current vanish for large values of
(r − r′) in Eq. 27.

C. Periodic System

At this point, we have a formalism adequate for obtain-
ing the current response in extended metallic systems. Of
those, only translationally-invariant periodic systems are
computationally feasible. Hence, we now introduce these
translational symmetries explicitly into the equations for

the current response. We write |Ψ(0)
ik 〉 = eık·r|u(0)

ik 〉 the

electronic Bloch states of crystal momentum k. ε(0)ik is

the corresponding eigenvalue. 〈r|u(0)
ik 〉 is a normalized

cell-periodic function. In the spirit of Ref. 4, we trans-
form the real-space dependence (r− r′) into a reciprocal
space dependence by introducing the limit,

(r − r′) = lim
q #→0

1

2q

∑

α=x,y,z

[

eıquα·(r−r
′) − e−ıquα·(r−r

′)
]

,

(28)

3

It can thus be seen that the question of computing the
chemical shielding tensor is that of computing the in-
duced electronic current. As the magnetic fields used in
NMR experiments are small (i.e. small enough the ??)
we can compute the induced current within perturbation
theory, keeping quantities to linear order in the external
field (we represent such linear quantities by a subscript
(1)). To linear order the current is given by

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)|Ψ(1)
o 〉

]
(9)

+2
∑

o

〈Ψ(0)
o |Jd(r′)|Ψ(0)

o 〉,

where the the current operator J(r′), has been written
as the sum of diamagnetic and paramagnetic terms,

J(r′) = Jd(r′) + Jp(r′), (10)

Jd(r′) =
1

c
A(r′)|r′〉〈r′|, (11)

Jp(r′) = −
p|r′〉〈r′| + |r′〉〈r′|p

2
. (12)

Within perturbation theory |Ψ(1)
o 〉 is given by

|Ψ(1)
o 〉 =

∑

e

|Ψ(0)
e 〉〈Ψ(0)

e |

ε − εe
H(1)|Ψ(0)

o 〉 = G(ε(0)
o )H(1)|Ψ(0)

o 〉,

(13)

where the definition of the Green function G(ε(0)
o ) has

been introduced. Using the symmetric gauge for the vec-
tor potential, A(r) = 1/2B × r, the linear order Hamil-
tonian is given by H(1) = A · p and we arrive at the
following expression for the induced current,

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )r × p|Ψ(0)

o 〉
]

−
1

2c
ρ(r′)B × r′ (14)

where ρ(r′) = 2
∑

o〈Ψ
(0)
o |r′〉〈r′|Ψ(0)

o 〉 is the ground-state
charge density. So far no distinction between finite and
extended systems has been made. In the following sec-
tions the conceptual, and practical difficulties in applying
Eqn. 14 to extended systems are discussed.

A. The position operator problem

For a finite system there is in principle no problem in
computing the induced current directly from Eqn. 14.
However, for an extended system there is an obvious
problem with the second (diamagnetic) term of Eqn. 14;
the presence of the position operator r, will generate a
large contribution far away from r = 0, and the term will
diverge in an infinite system. The situation is saved by
recognizing that an equal but opposite divergence occurs
in the first (paramagnetic) term of Eqn. 14, and so only

the sum of the two terms is well defined. A little alge-
braic manipulation gives an alternative expression for the
current

j(1)(r′) = 4
∑

o

Re
[
〈Ψ(0)

o |Jp(r′)G(ε(0)
o )(r − r′) × p|Ψ(0)

o 〉
]
.

(15)

In an insulator the Green function G(ε(0)
o ) is localized and

so j(1)(r′) remains finite at large values of (r − r′).
At this point there still remains the question of the

practical computation of the current, which for reasons
of efficiency it is desirable to work with just the cell pe-
riodic part of the Bloch function. Eqn. 15 is not suitable
for such a calculation as the position operator cannot be
expressed as a cell periodic function. One solution to
this problem is to consider the response to a magnetic
field with a finite wavelength i.e. B = sin(q · r)q̂. In
the limit that q → 0 the uniform field result is recovered.
For a practical calculation this enables one to work with
cell periodic functions, at the cost that a calculation at
a point in the Brillouin Zone k will require knowledge of
the wavefunctions at k ± q (ie six extra calculations for
the full tensor). A complete derivation was presented in
Refs.1,2 leading to the final result for the current,

j(1)(r′) = lim
q→0

1

2q
[S(r′, q) − S(r′,−q)] (16)

where

S(r′, q) =
2

cNk

∑

i=x,y,z

∑

o,k

(17)

Re

[
1

i
〈u(0)

o,k|J
p
k,k+qi

(r′)Gk+qi
(εo,k)B × ûi · (p + k)|ū(0)

o,k〉

]
,

qi = qûi, Nk is the number of k-points included in the
summation and

J
p
k,k+qi

= −
(p + k)|r′〉〈r′| + |r′〉〈r′|(p + k + qi)

2
. (18)

jry: Two thoughts: I could explicitly write in the green
function above (ie show that it uses uk+q). I could show
how (r-r’) can be written as a limit of finite q formula -
ie one sort of subs this into Eq. 15

An alternative solution to this problem was developed
by Sebastiani. Rather than compute the magnetic re-
sponse using extended Bloch functions a transformation
to Wannier orbitals is made. As Wannier orbitals can be
chosen to be well localized around a particular lattice site
it is then possible to apply a position operator directly.

When a planewave basis set is used we will obtain
j(1)(r′) on the points of the FFT grid. In general these
will not coincide with the positions of the nuclei, and so to
compute the induced field, B(1)(R), we Fourier transform
Eq. (7) and j(1)(r′) into reciprocal space. The induced
magnetic field can then be simply evaluated as,

B(1)(G) =
4π

c

iG × j(1)(G)

G2
, (19)

formally use periodic field 

~ substitution
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j(1)(r′) = lim
q→0

1
2q

[S(r′, q)− S(r′,−q)]

S(r′, q) =
2

cNk

∑

i=x,y,z

∑

o,k

Re
[
1
i
〈u(0)

o,k|J
p
k,k+qi

(r′)Gk+qi(εo,k)B× ûi · (p + k)|ū(0)
o,k〉

]

can work with cell periodic functions
price is calculation at k±q

typical q=0.01 bohr-1
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6 COMPUTATIONS OF MAGNETIC RESONANCE PARAMETERS FOR CRYSTALLINE SYSTEMS: PRINCIPLES

localized functions, the gauge-origin problem, well known in
quantum chemical approaches (see Shielding: Overview of
Theoretical Methods), has been introduced. In short, equation
(25) will require an infinitely large number of projectors
in order for the computed shieldings to be translationally
invariant (i.e., independent of the choice of gauge origin). To
address this problem, Pickard and Mauri8 introduced a field-
dependent transformation operator T B, which, by construction,
imposes the translational invariance exactly:

TB = 1 +
∑

R,n

e
ie
2h r·R×B[|φR,n〉 − |φ̃R,n〉]〈p̃R,n|e− ie

2h r·R×B (26)

The resulting approach is known as the gauge including
projector augmented wave (GIPAW ) method. Although orig-
inally formulated for norm-conserving pseudopotentials, the
extension to the more computationally efficient ultrasoft pseu-
dopotentials has been presented by Yates et al .13 Figure 4
shows shieldings computed using ultrasoft pseudopotentials
and the GIPAW scheme, together with large basis set quantum-
chemical calculations. For the shieldings in these isolated
molecules, the agreement is essentially perfect. For crystalline
systems, validation of the technique comes only from compar-
ison to NMR experiments; numerous studies have been made
in recent years, just two are mentioned in section “Examples”.

4 OTHER MAGNETIC RESONANCE PARAMETERS

4.1 Electric Field Gradient

For a quadrupolar nucleus (spin I > 1/2), the observed
NMR response includes an interaction between the quadrupole
moment of the nucleus Q, and the electric field gradient (EFG)
generated by its surroundings. The EFG is a second rank,
symmetric, traceless tensor V (r) given by

Vαβ(r) = ∂Eα(r)
∂rβ

− 1
3
δαβ

∑

γ

∂Eγ (r)
∂rγ

(27)

where α,β,γ denote the Cartesian coordinates x,y,z and Eα(r)
is the local electric field at the position r, which can be
calculated from the charge density n(r):

Eα(r) =
∫

d3r
n(r)

|r − r′|3
(rα − r ′

α) (28)

The EFG tensor is then equal to

Vαβ(r) =
∫

d3r
n(r)

|r − r′|3

[

δαβ − 3
(rα − r ′

α)(rβ − r ′
β)

|r − r′|2

]

(29)

To compute the EFG tensor in a periodic system is less
demanding than calculating either the shielding or indirect
coupling tensors, as it requires only knowledge of the ground-
state charge density, ground-state wavefunctions and the
position of the ions in the unit cell—no linear response
calculation is required.

The quadrupolar coupling constant, CQ and the asymmetry
parameter, ηQ can be obtained from the diagonalized electric
field gradient tensor whose eigenvalues are labeled VXX, VYY,
VZZ, such that |V ZZ|>|V XX|>|V YY|:

CQ = eVZZQ

h
(30)

and
ηQ = VYY − VXX

VZZ
(31)

Within the planewave-pseudopotential approach, the charge
density is expressed as the sum of three terms,15 and there
are correspondingly three distinct contributions to the EFG.
First, there is a contribution arising from the ionic charges
(sum of the nuclear and core-electron charge). From the site
under consideration, this appears as an infinite lattice of point
charges whose EFG contribution can be obtained using an
Ewald summation. Secondly, there is the contribution of the
pseudized valence charge density, which is evaluated by using
a reciprocal space form of equation (29). Finally, there is a
PAW contribution to account for the difference between the
pseudo and all-electron charge densities on the atomic site
under consideration.

4.2 Indirect Coupling

The indirect (or J ) coupling manifests itself in splittings of
the NMR resonance, or as a modulation of the spin-echo signal.
Physically, the coupling arises from the interaction of two
nuclei, K and L, with magnetic moments, µK and µL, mediated
by the electrons in the system. The first complete analysis
of this indirect coupling was provided by Ramsey16,17 who
showed that the J -coupling tensor,

←→
J KL, is obtained from

the magnetic field induced at nucleus K due to the perturbative
effect of nucleus L,

B(1)
in (RK) = !γKγL

2π

←→
J KL · µL (32)

where γ K and γ L are the gyromagnetic ratios of nuclei K
and L. At the nonrelativistic level, two distinct mechanisms
contribute to B(1)

in (RK). First, the nuclei interact via the
electronic charge; the nucleus L induces an orbital current
j(1)(r) which, in turn, creates a magnetic field at nucleus K.
The nuclei also interact via the electronic spin; the nucleus L
inducing a polarization of the electronic spin, m(1)(r), which
also contributes to the magnetic field at nucleus K. B(1)

in (RK)
is given by

B(1)
in (RK) = µ0

4π

∫
m(1)(r) ·

[
3rKrK − |rK|2

|rK|5

]
d3r

+ µ0

4π

8π

3

∫
m(1)(r)δ(rK) d3r

+ µ0

4π

∫
j(1)(r) × rK

|rK|3
d3r (33)

rN = r − RN with RN the position of nucleus N; δ is the Dirac
delta function.

Function of the charge density - ie ground-state property. 
Also computed by all-electron codes such as Wien2k, Crystal

EFG

charge
density

CQ =
eQVzz

h

ηQ =
Vxx − Vyy

Vzz

Vxx, Vyy, Vzz |Vzz| > |Vyy| > |Vxx|
Eigenvalues

Quadrupolar Coupling

Asymmetry

Note: The quadrupolar moment, Q, is a nuclear property. Most recent 
values given in “Year-2008 Standard Values of Nuclear Quadrupole 
Moments”: P. Pyykkö, Mol. Phys. 106, 1965-1974 (2008)
But note Q appears as a simple scaling factor 17O MAS Glutamic Acid . HCl
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Output
============
Atom: O    1
============
O    1 Coordinates      1.641    1.522    5.785   A
 
TOTAL Shielding Tensor

             218.1858     12.1357    -25.7690
              13.4699    191.6972     -7.2419
             -25.9178     -6.5205    216.3180

O    1 Eigenvalue  sigma_xx     185.6127 (ppm)
O    1 Eigenvector sigma_xx       0.5250     -0.8103      0.2603
O    1 Eigenvalue  sigma_yy     193.8979 (ppm)
O    1 Eigenvector sigma_yy       0.4702      0.5310      0.7049
O    1 Eigenvalue  sigma_zz     246.6904 (ppm)
O    1 Eigenvector sigma_zz      -0.7094     -0.2477      0.6598
 
O    1 Isotropic:      208.7337 (ppm)
O    1 Anisotropy:      56.9351 (ppm)
O    1 Asymmetry:        0.2183
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Note: shielding tensor has a symmetric and an antisymmetric component. 
Typical NMR experiments are only sensitive to the symmetric part. 
Therefore we only diagonalise the symmetric part of the shielding tensor
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J-Coupling

Electron-mediated interaction 
of nuclear spins

No  J-coupling

with J-coupling

anti-parallelparallel

J

A B
Nucleus A causes a magnetic field at 

nucleus B (and vice versa)

In solids J is rarely revealed in splitting 
of peaks in 1D spectra (anisotropic 
interactions broaden peaks)

Increasing use of techniques, eg those 
using spin-echo modulation, to measure 
J in solids.
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Electronʼs view of J-coupling

Spin
Dipole induces spin density (relative displacement of ↑and ↓ electrons)
This creates induced field via:

Fermi-Contact (ʻsʼ like density at nucleus)
Spin-dipolar (non-spherical distribution of spin)
similar mechanism to EPR-hyperfine & Knight-shift

Orbital
Dipole induces orbital motion of electrons (due to electron charge)
This creates a localised magnetic field
similar mechanism to NMR shielding

Total J = Orbital + Spin

C C HH

Orbital Current

Induced Spin density: C2H2

+ve

+ve

-ve -ve
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Computing J for solids
J. Chem. Phys. 127, 204107 (2007)

JAB=γAγB KAB

Measured J is a product of nuclear 
constants and an electronic term

eg
J X-6Li =  10Hz
J X-7Li =  26Hz

Single Calculation gives J 
from perturbing site to all 

others in system

J in uracil (Hz)
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Perturbing site

A single calculation give the coupling between 
one (perturbing) atoms and all others. Might need 
several calculations to get all of the couplings of 
interest.

Perturbing atom breaks periodicity - if the unit cell 
is small you might need to build a supercell to 
inhibit the interaction with periodic images 
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2JPOP

0 5 10 15 20 25 30 35 40
Expt 2JP-O-P (Hz)

0
5

10
15
20
25
30
35
40

Ca
lc

 2 J P-
O

-P
 (H

z)

Pb3P4O13
Pb2P2O7
α-Ca2P2O7
β-Ca2P2O7
β-Ca(PO3)2
γ-Ca(PO3)2

Pyrophosphate

Polyphosphate

Christian Bonhomme (Paris)
Franck Fayon (Orleans) 
Christel Gervais (Paris)

n.b. to aid comparison with expt this is |J|
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1.45 1.5 1.55 1.6 1.65
rPO (Ang)

60

80

100

120

140

160
1 J PO

 (H
z)
α-Ca2P2O7
β-Ca(PO3)2
β-Ca2P2O7
γ-Ca(PO3)2
Pb2O2O7

non-bridging

1JPO

α-Ca2P2O7     J        Expt     Calc
  P1-O    96Hz   105Hz 
  P2-O    92Hz   102Hz
aniso 50Hz (BO) to 110Hz (NBO)

Average P-O couplings
Expt F. Fayon (Orleans)

Bridging

Bridging

non-bridging
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Other Approaches

CPMD - Daniel Sebastiani
Transform Bloch states to localised Wannier orbitals to overcome position operator problem
No pseudopotential correction (limited to H and first row)

CP2K - GPAW (confusing name!!)
All-electron mixed gaussian and planewaves. Gamma point only? large cells
THE JOURNAL OF CHEMICAL PHYSICS 131, 014106 (2009)

Converse Approach
Compute shielding as finite difference of orbital magnetisation wrt nuclear moment
Uses GIPAW for pseudopotential augmentation
J. Chem. Phys. 131, 101101 (2009)
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Getting more information
NMR Books
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Good Introduction
Nuclear Magnetic Resonance (Oxford Chemistry Primers)
P. J. Hore

More advanced
Spin Dynamics: Basics of Nuclear Magnetic Resonance 
Malcolm H. Levitt

Introduction to solid-state NMR
Introduction to Solid-State NMR Spectroscopy (Paperback)
Melinda Duer

Useful survey of applications
Multinuclear Solid-State Nuclear Magnetic Resonance of Inorganic 
Materials 
Kenneth J.D. MacKenzie, M.E. Smith

Recent Review Articles
Recent advances in solid-state NMR spectroscopy of spin I = 1/2 nuclei
Anne Lesage,  Phys. Chem. Chem. Phys., 2009, 11, 6876

Recent advances in solid-state NMR spectroscopy of quadrupolar nuclei
Sharon E. Ashbrook,  Phys. Chem. Chem. Phys., 2009, 11, 6892

http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=P.%20J.%20Hore
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=P.%20J.%20Hore
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=Malcolm%20H.%20Levitt
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=Malcolm%20H.%20Levitt
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=Melinda%20Duer
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=Melinda%20Duer
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=Kenneth%20J.D.%20MacKenzie
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=Kenneth%20J.D.%20MacKenzie
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=M.E.%20Smith
http://www.amazon.co.uk/exec/obidos/search-handle-url?%5Fencoding=UTF8&search-type=ss&index=books-uk&field-author=M.E.%20Smith
http://www.rsc.org/Publishing/Journals/CP/article.asp?doi=b907733m
http://www.rsc.org/Publishing/Journals/CP/article.asp?doi=b907733m
http://www.rsc.org/Publishing/Journals/CP/article.asp?doi=b907183k
http://www.rsc.org/Publishing/Journals/CP/article.asp?doi=b907183k
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Getting more information

A more in depth introduction to the theory (email JRY for a copy)
Computations of Magnetic Resonance Parameters for Crystalline Systems: Principles
Jonathan R. Yates, Chris J. Pickard
Encyclopedia of Magnetic Resonance (2008) doi:10.1002/9780470034590.emrstm1009

Applications to molecular crystals
Computations of Magnetic Resonance Parameters for Molecular Crystalline Systems: Practise
Robin K. Harris, Paul Hodgkinson, Chris J. Pickard, Jonathan R. Yates, Vadim Zorin,
Encyclopedia of Magnetic Resonance (2008)

Original Theory Papers:
All-electron magnetic response with pseudopotentials: NMR chemical shifts,
Chris J. Pickard, and Francesco Mauri.
Phys. Rev. B, 63, 245101 (2001)

Calculation of NMR Chemical Shifts for extended systems using Ultrasoft Pseudopotentials
Jonathan R. Yates, Chris J. Pickard, and Francesco Mauri.
Physical Review B 76, 024401 (2007)

A First Principles Theory of Nuclear Magnetic Resonance J-Coupling in solid-state systems 
Sian A. Joyce, Jonathan R. Yates, Chris J. Pickard, Francesco Mauri 
J. Chem. Phys. 127, 204107 (2007)

www.gipaw.net

GIPAW Theory
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http://dx.doi.org/10.1002/9780470034590.emrstm1009
http://dx.doi.org/10.1002/9780470034590.emrstm1009

