Many-flavor electron gas approach to electron-hole drops
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A many-flavor electron gas (MFEG) is analyzed, such as could be found in a multivalley semiconductor or semimetal. Using the rederived polarizability for the MFEG, an exact expression for the total energy of a uniform MFEG in the many-flavor approximation is found; the interacting energy per particle is shown to be $\approx -0.574 \ 447(E_{H}^{1/3}m^{-1/3})n^{-1/4}$, with $E_{H}$ being the Hartree energy, $a_{B}$ being the Bohr radius, and $m^{*}$ being the particle effective mass. The short characteristic length scale of the MFEG motivates a local-density approximation, allowing a gradient expansion in the energy density and the expansion scheme is applied to electron-hole drops, finding a new form for the density profile and its surface scaling properties.
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I. INTRODUCTION

For some semiconductors, at low temperatures and high density, electrons and holes condense into electron-hole drops, which provide a good testing ground for understanding the effects of electron-electron interactions. Some of the semiconductors (and also semimetals) that electron-hole drops form in, such as Si, Ge, and diamond, have conduction-band minima near the Brillouin-zone boundary. For example, Si has six degenerate valleys (see Fig. 1), a Ge-Si alloy has ten degenerate valleys, and Pb$_{1-x}$Sn$_x$Mn$_x$Te has twelve valleys in the $\Sigma$ band. When the material is strained, valley degeneracy reduces, which can be experimentally probed meaning that valley degeneracy could be regarded as a control parameter. Because of this, as well as degeneracy being large in some semiconductors, valley degeneracy might be a good parameter with which to formulate a theory of electron-hole drops.

Previous theoretical analyses of electron-hole drops used an expansion of the energy density with parameters found from separate energy calculations. An alternative approach is to assume that each valley contains a different type of fermion, denoted by an additional quantum number, which we shall call the flavor. The total number of flavors (valleys) is $\nu$. Further motivation to study flavors stems from the fact that in some previous studies of multiply degenerate systems, the number of flavors has not been well defined, for example heavy fermions, charged domain walls, a superstrong magnetic field, and spin instabilities. Cold atom systems in optical lattices have a well-defined number of flavors but weak interactions between particles. In electron-hole drops, however, the number of flavors is well defined and interactions are strong.

The ground-state energy and pair-correlation function of a free many-flavor electron gas (MFEG) were examined using a numerical self-consistent approach for the local-field correction by Gol'd and superconductivity was studied by Cohen. Following the method of Keldysh and Onishchenko, Andryushin et al. studied the behavior of the free MFEG by summing over all orders of Green’s function contributions. They found an exact expression for the correlation energy of a MFEG, which dominates the interacting energy in the extreme many-flavor limit. This paper describes the derivation of a more versatile formalism based on a path integral, which gives an exact expression for the total energy of the MFEG. The theory could apply with as few as six flavors, where the exchange energy that was assumed small by Andryushin et al. would be significant.

As well as studying the uniform case, the previously un-studied density response of a MFEG that is not constrained to be uniform is investigated. The screening length scales of the MFEG are shown to be short relative to the inverse Fermi momentum, suggesting that a local-density approximation (LDA) might be a good approximation, motivating a gradient approximation. This gradient expansion is then applied to analyze the electron-hole drop density profile, and to simulate the effects of strain the scaling of drop surface thickness and tension with number of flavors is examined.

In a MFEG with $\nu$ flavors at low temperatures, the relationship between the number density of electrons $n$ and Fermi momentum $p_{F}$ is

$$E_{H}/E_{F} = -0.574\ 447(E_{H}^{1/3}m^{-1/3})n^{-1/4}$$

FIG. 1. The Si band structure in the [100] direction generated with a LDA-DFT approximation by a plane-wave pseudopotential method (Ref. 4). The Fermi energy is $E_{F}$=0 eV. Below are valence bands with holes at $H$; above are conduction bands; and the bold parabolic curve signifies the first conduction-band valley with electrons at $E$. 
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The Thomas-Fermi approximation predicts a screening length \( \kappa^{-1} = (4\pi^2 g) \) to the Fermi surface. The DOS is dependent on the number of flavors as \( g \propto n_F \). The ratio of the inverse Fermi momentum length scale to the screening length varies with number of flavors as \( p_F^3 / \kappa \propto n_F^{-2/3} \). This paper takes the many-flavor limit \( n_F \propto 1 \), in which the screening length is smaller than the inverse Fermi momentum \( \kappa^{-1} \ll p_F^{-1} \). The many-flavor limit, therefore, means that the wave vectors of the strongest electron-electron interactions obey \( q \gg p_F \). This is the opposite limit to the random-phase approximation (RPA), which assumes that \( p_F \gg \kappa \). Physically this means that the characteristic length scales of the MFEG are short, so a LDA can be used in Sec. III to develop a gradient expansion.

The conduction-band energy spectrum is parameterized by two spectra, \( E(q) \) and \( \epsilon_i(p) \), as shown in Fig. 2. There are two energy functions; \( E(q) \) gives the energy in the band structure at momentum \( q \) and \( \epsilon_i(p) = p^2/2m \) denotes the kinetic energy at momentum \( p \) with respect to the center of the \( i \)th valley. The dispersions of all valleys are assumed to be the same and isotropic so that \( \epsilon_i(p) = \epsilon(p) \). Andryushin et al.3 have outlined a method of calculating a scalar effective mass for anisotropic valleys.

Physical manifestations of the many-flavor limit include effects where the DOS at the Fermi surface \( (E_F) \) is important. From Eq. (1), the DOS of a particular flavor \( i \) shrinks as \( g_i(E_F) \propto n_F \propto n_F^{-1/3} \), whereas the DOS of all flavors grows since \( g(E_F) = \sum_i g_i(E_F) = vq_i(E_F) \propto n_F^{-1/3} \). With increasing flavors, more electrons are within \( \sim k_BT \) of the Fermi surface, hence, they are able to be thermally excited. Therefore, the heat capacity of the MFEG \( C = 12k_B^2(\nu/3\pi^2n)^{2/3} / 5 \) increases with number of flavors. The Stoner criterion38,39 for band ferromagnetism states that for opposite spin electrons interacting with positive exchange energy \( U \), ferromagnetism occurs when \( g(E_F)U \geq 1 \). With increasing number of flavors, the total DOS \( g(E_F) \propto n_F^{-1/3} \) increases so that the Stoner criterion becomes more favorable. However, this analysis does not take into account the curvature of the DOS at the Fermi surface, which can be an important factor in determining whether ferromagnetism occurs.40,41 The effect of the total DOS is also seen in the paramagnetic susceptibility. This is proportional to the total DOS at the Fermi surface that is expected to increase with the number of flavors. Analogously one can compare a transition metal with narrow \( d \) bands that lead to a large DOS at the Fermi surface with a simple metal that has broader free-electron conduction bands that lead to a lower DOS at the Fermi surface. Similar to many-flavor systems, transition metals are experimentally observed42 to have a significantly higher specific-heat capacity and greater magnetic susceptibility than typical simple metals. The simple scaling relationships with number of flavors for heat capacity and magnetization provide additional motivation to analyze a MFEG in more detail.

This paper uses the atomic system of units, that is \( e^2 = h = m = 1/4\pi\epsilon_0 = 1 \), but is modified so that \( m \) denotes an appropriate effective mass for the electron-hole bands, which is the same for all valleys. This mass \( m = m_e m^* \) can be expressed as a multiple of the electron mass \( m_e \) and the dimensionless effective mass \( m^* \). The units of length are then \( a_0 = a_0/m^* \), where \( a_0 \) is the Bohr radius. Units of energy are those of an exciton \( E_0 = E_h m^* \), where \( E_h \) is the Hartree energy. These six quantities, defined to be unity, give the standard atomic units when \( m^* = 1 \). For the important relationships that are derived in this paper, particular to the MFEG, the full units are shown explicitly for clarity. Throughout this paper, density is denoted by both \( n \) (number density of particles) and \( \rho \) (Wigner-Seitz radius).

In this paper, a new formalism for the uniform system is first derived. In Sec. I A the system polarizability is found; in Sec. II A the general quantum partition function is derived; and in Sec. II B the uniform MFEG total energy is calculated. Second, we examine the system with nonuniform density. In Sec. III a gradient expansion in the density for the total energy is found and is applied to electron-hole drops in Sec. IV, whose density profile and surface properties are calculated.

### A. Polarizability

In this section, the MFEG polarizability is derived. Though the result for the polarizability is the same as previous work,34 the derivation is presented here since an assumption made leads to an applicability constraint on the many-flavor theory (in Sec. II C) and the MFEG polarizability is an important quantity that will feature prominently.
two main results of this paper; the Sec. II derivation of the MFEG interacting energy and the derivation of the gradient expansion (see Sec. III).

The polarizability $\Pi_{0}^{\text{MF}}(q, \omega)$, which the superscript “MF” (many flavor) denotes, is only for a MFEG at wave vector $q$ and Matsubara frequency $\omega$ is given by the standard Lindhard form,

$$\Pi_{0}^{\text{MF}}(q, \omega) = \sum_{i,j=1}^{n} \frac{\delta_{ij}}{4\pi} \int \frac{n_{F}[\varepsilon(p)] - n_{F}[\varepsilon(p+q)]}{i\omega - \varepsilon_{i}(p) + \varepsilon_{j}(p+q)} dp.$$  
(2)

where $n_{F}(\varepsilon)=1/[e^{\beta(\varepsilon-\mu)}+1]$ is the Fermi-Dirac distribution, $\beta=1/k_{B}T$, and $\mu$ is the chemical potential. In the standard expression for the polarizability, the Fermi-Dirac distribution would contain the energy spectrum $E(p)$. However, in the MFEG, each electron is in a particular valley so the polarizability should be re-expressed in terms of the energy dispersion of each valley $\varepsilon_{i}(p)$ (see Fig. 2) and the contributions must be summed over the valleys $i$ and $j$. Equation (13) shows that a large Coulomb potential-energy penalty $V(q) \propto 1/q^2$ inhibits exchange between different valleys so that the Kronecker delta $\delta_{ij}$ removes cross-flavor terms and since all of the conduction valleys have the same dispersion, a factor of $\nu$ will replace the remaining summation over valleys. Supposing each conduction valley has a locally quadratic isotropic dispersion relationship (with effective mass $m$), symmetrizing results in

$$\Pi_{0}^{\text{MF}}(q, \omega) = \nu \sum_{i,j=1}^{n} \frac{\delta_{ij}}{4\pi} \int \frac{n_{F}[(\frac{1}{2}q - p)^2/2] - n_{F}[(\frac{1}{2}q + p)^2/2]}{i\omega - \varepsilon_{i}(p) + \varepsilon_{j}(p+q)} dp.$$  
(3)

In Sec. II B it is shown that the typical momentum exchange $q \sim (\hbar a_{0}^{-1/4})n^{1/4}$ is large relative to the Fermi momentum, therefore, the two volumes in momentum space of integration variable $p$, defined by the two Fermi-Dirac distributions, are far apart relative to their radii $q/2 \gg pF$ and the temperature is sufficiently low so that the high-energy tails of the two distributions have negligible overlap. Within these approximations, the simple form for the polarizability is

$$\Pi_{0}^{\text{MF}}(q, \omega) = -\frac{n}{(\omega/q)^{2} + q^{2}/4}.$$  
(4)

This expression agrees with the many-flavor polarizability found by Andryushin et al. and Beni and Rice. The standard Lindhard form for the polarizability, when taken in the same $q \gg pF$ limit as imposed by the many-flavor system, agrees with Eq. (4). In the static limit where frequencies are small compared to the momentum transfer $q^{2} \gg (\hbar^{2} / a_{0}^{2} E_{0})\omega$, the polarizability varies as $q^{-2}$. In this limit, one Green’s function is restricted by the sum over Matsubara frequencies to lie inside the Fermi surface, while the other gives the polarizability dependence of $1/\varepsilon(q) \sim q^{-2}$ due to the excited electron’s kinetic energy.

The derivation of the polarizability accounted only for intravalley scattering, which means that in the MFEG, the same terms contribute as in the RPA for the standard electron gas. Therefore, diagrammatically, in the polarizability, all electron loops are empty. The polarizability contains only reducible diagrams, which is denoted by the polarizability subscript “0.”

II. ANALYTIC FORMULATION

Having reviewed the derivation of the polarizability of the system, it is now used to formulate two complementary components of the many-flavor theory. The first is the derivation of the energy of a uniform system. We begin by calculating the general quantum partition function in Sec. II A and continue for the homogeneous case in Sec. II B. The validity of the many-flavor approach for a uniform MFEG is investigated in Sec. II C. The second part of the formalism is a gradient expansion of the energy density, looked at in Sec. III. Finally, the uniform and gradient expansion parts of the formalism will be brought together to study the model system of electron-hole drops in Sec. IV.

A. Partition function

To derive an expression for the total energy of the system, a functional path-integral method is followed, which is a flexible approach that should be extendable to investigate further possibilities such as modulated states and intervalley scattering. Fermion field variables $\psi$ are used to describe the electrons, irrespective of flavor in the dispersion $E(p)$; overall the system is electrically neutral, so in momentum representation, the $\psi=0$ element is ignored. The repulsive charge-charge interaction acting between electrons is $V(r) = e^2/r$. We explicitly include the dependence on electron charge $e$ (even though it is defined to be unity) so that the charge can be set equal to zero to recover the noninteracting theory. For generality we consider stationary charges $Q(r)$ embedded in the MFEG, which have a corresponding static potential $U(r)$. The quantum partition function for the MFEG that is written as a Feynman path integral is then

$$Z = \int \prod \tau d\tau \int \prod r d r \exp \left[ -i \int \int \psi(\bar{r}, \tau)[i\omega + E(p) - e\psi(\bar{r}, \tau)] dr d\tau \right]$$

$$\times \left[ \frac{1}{2} \int \int \bar{\psi}(\bar{r}', \tau) \psi(\bar{r}', \tau) - Q(\bar{r}') \right] V(\bar{r} - \bar{r}') d\bar{r}' d\tau' \int D\bar{\psi} D\psi.$$  
(5)

This expression for the quantum partition function differs from that used for an electron gas (which has just a single flavor) only by the operator $E(p)$, which gives the appropriate energy dispersion. To recover the standard electron-gas result, which has a free particle dispersion relationship centered at the Fermi point, one should set $E(p) = p^2/2m_0$. For the MFEG, as outlined in Fig. 2, $E(p)$ represents the dispersion relationship of the whole conduction band, but no approximation concerning the flavors has yet been made, so the formalism applies for any number of flavors with a suitable energy dispersion relationship.

To make the action quadratic in the fermion variable $\psi$, the Hubbard-Stratonovich transformation introduces an auxiliary boson field $\phi(\bar{r}, \tau)$.
The direct decoupling channel was chosen as the relevant contributions come from a RPA-type contraction of operators. The term labeled with a †, exclusive of both fermion variables \( \psi \) and the auxiliary field \( \phi \), physically removes the electron self-interaction included when expressing the auxiliary field in a Fourier representation. Integrating over the fermion variables \( \psi \) and using \( \ln(\det \hat{A}) = \text{tr}(\ln \hat{A}) \), gives

\[
\mathcal{Z} = \int \exp \left[ -\frac{\beta \Omega}{2} \sum_{q \neq 0, \omega} \phi(q, \omega)(q^2/4\pi)\phi(-q, -\omega) + \frac{\pi e^2 \beta n}{2} \sum_{q \neq 0} \frac{4\pi}{q^2} \right]
\]

\[
\times \int \exp \left[ \int \int \tilde{\phi}(\mathbf{r}, \tau)[-i\hbar + E(\mathbf{p}) + \hat{U} - \mu + ie\hat{\theta}]\psi(\mathbf{r}, \tau)d\mathbf{r}d\tau \right] D\tilde{\phi}D\phi.
\]

(6)

Due to its similarity to an inverse Green function, \( \hat{G}_\phi^{-1} \) is used to denote the argument of the logarithm. The subscripts “\( \phi \)” or “\( 0 \)” denote whether the inverse Green’s function includes the auxiliary field or is free.

Finally, we note (for use later) that the ground-state total energy per particle \( E_G = E_{\text{int}} + E_0 \) can be split into two components. The interacting energy is \( E_{\text{int}} \) (found in Sec. II B) and the noninteracting energy is

\[
E_0 = \frac{3}{10} \left( \frac{3\pi^2 n}{\nu} \right)^{2/3},
\]

(7)

which is the energy with interaction between charges switched off \( (e=0) \). It falls with increasing number of electron flavors due to the shrinking Fermi surface.

**B. Homogeneous Coulomb gas**

So far, up to Eq. (7), the formalism is exact, however, to perform the functional integral over bosonic variable \( \phi \), an approximation must be made. To proceed one notes that with no external potential \( U(r)=0 \), the saddle-point auxiliary field of the action [Eq. (7)] is \( \phi=0 \). Fluctuations in the action are expanded about the saddle-point solution in \( \phi \), giving the expression

\[
\mathcal{S}[\phi] = \ln(\hat{G}_\phi^{-1}) + \text{tr} \left( \hat{\phi}^{\dagger}\hat{V}^{-1}\hat{\phi} - \frac{1}{2} \hat{\phi}^{\dagger}\hat{G}_\phi^{-1}\hat{G}_\phi \hat{\phi} \right)
\]

\[
-\frac{1}{4} \text{tr}(\hat{\phi}^{\dagger}\hat{G}_\phi^{\dagger}\hat{G}_\phi\hat{G}_\phi\hat{\phi}) + \mathcal{O}(\phi^6) - \frac{e^2}{2} \beta n \sum_{q \neq 0} \frac{4\pi}{q^2}.
\]

(9)

Terms are now kept to quadratic order in \( \phi \), which is equivalent to the RPA, analogous to the terms kept in the derivation of the many-flavor polarizability (see Sec. I A). This approximation will place a constraint on the validity of the formalism that is further examined in Sec. II C.

The product of two Green’s functions in the quadratic term in \( \phi \), labeled as \( \dagger \), is identified with the polarizability \( \Pi_\phi \). This is still expressed in terms of the general energy spectrum \( E(\mathbf{p}) \), so it is not yet necessarily many flavor and does not carry the superscript MF used in Sec. I A. Following a multidimensional Gaussian integral over the fluctuating field \( \phi \) (quadratic order), the quantum partition function is

\[
\mathcal{Z} = \prod_{q, \omega} \left( q^2/4\pi - e^2\Pi_0(q, \omega) \right)^{-1/2} \exp \left( \frac{\beta}{2} \sum_{q \neq 0} \frac{4\pi e^2}{q^2} n \right).
\]

(10)

In the low-temperature limit, we consider the free energy \( E_G = -\lim_{\beta \to \infty} \text{ln}(\mathcal{Z})/\beta = E_0 + E_{\text{int}} \) to get the interacting energy per particle normalized so that \( E_{\text{int}} = 0 \) with no interactions \( (e=0) \),

\[
E_{\text{int}} = \frac{1}{2n} \left[ \int \int \left[ 1 - \frac{4\pi e^2}{q^2} \Pi_0(q, \omega) \right] d\omega dq \right]^{1/2} \left[ \int \int \left( 1 - \frac{4\pi e^2}{q^2} \Pi_0(q, \omega) \right) d\omega dq \right]^{1/2}
\]

(11)

This equation remains general and is not necessarily in the many-flavor limit. It is in agreement with previous expressions for the interacting energy that are studied not in the many-flavor limit, but which use alternative forms for the polarizability. If the standard (single flavor) electron gas form for the polarizability (the Lindhard function) is used, then it is possible to recover, in the high-density limit, the Gell-Mann Brückner expression for the total energy.

However, to proceed, one should now assume many flavors and use the appropriate polarizability [Eq. (4)]. The many-flavor polarizability summed over all Matsubara frequencies in the zero-temperature limit \( \beta \to \infty \) satisfies
\[ \frac{1}{\beta} \Sigma_{\omega} \Pi_{q, 0}^{MF}(\qvec, \omega) = -n. \] This is used to substitute for the electron density in the final term in Eq. (11) to yield the many-flavor result

\[ E_{\text{int}} = \frac{1}{2n} \int \int \left\{ \ln \left[ 1 - \frac{4 \pi e^2}{q^2} \Pi_{q, 0}^{MF}(\qvec, \omega) \right] + \frac{4 \pi e^2}{q^2} \Pi_{q, 0}^{MF}(\qvec, \omega) \right\} \frac{d\qvec}{(2\pi)^3}. \] (12)

To evaluate the interacting energy, one first substitutes for the many-flavor polarization using Eq. (4), makes the change of variables \( \Omega = \omega / q^2 \) and \( Q = q / n^{1/4} \) and rearranges to get

\[ E_{\text{int}} = -n^{1/4} \times \frac{1}{(2\pi)^3} \int \int \frac{16 \pi e^2}{1 + 4Q^2} Q^4 \ln \left[ 1 + \frac{16 \pi e^2 Q^4}{1 + 4Q^2} \right] dQ d\qvec. \] (13)

The integral is independent of density and number of flavors, so is the numerical factor \( A_{3D} = \frac{\rho a_0^{3/4}}{\pi} \exp(\frac{-5/4}{\Gamma(3/4)(2\pi^{3/4})} = 0.574447(\rho a_0^{3/4}) \) that was evaluated analytically.\(^{35}\) The interacting energy is, therefore,

\[ E_{\text{int}} = - A_{3D} n^{1/4}, \] (14)

which is independent of density and number of flavors. In evaluating Eq. (13), the main contribution to the integral over \( Q = q / n^{1/4} \) is at a momentum \( q \approx (\hbar a_0^{-1/4}) n^{1/4} \), so the interaction and screening length scale in a MFEG is \( \lambda \sim h / q \approx a_0^{1/4} n^{-1/4} \ll \hbar / p_F \), which is shorter than the Fermi momentum length scale.

The interacting energy \( E_{\text{int}} \) can be split into exchange energy \( E_{\text{ex}} \) and correlation energy \( E_{\text{cor}} \). The interacting energy is independent of number of flavors, the exchange energy \( E_{\text{ex}} = -(3/2)(3n / \pi)^{1/3} \) (Ref. 36) falls with number of flavors, therefore, the correlation energy dominates over the exchange energy in the interacting energy in the many-flavor limit. In terms of the total energy, the correlation energy also dominates over the noninteracting energy, which is the kinetic energy that falls with number of flavors as \( E_0 \propto n^{2/3} \). The increasing importance of the correlation energy can be understood further by considering the electron pair-correlation function. With increasing number of flavors, the length scales between electrons of the same flavor increase as \( \propto n^{1/3} \) and, thus, exchange energy and kinetic energy reduce. Whereas the correlation energy depends only on the distance \( r_s \) between electrons, so it is unaffected by the number of flavors present. Andryushin \textit{et al.}\(^3\) and Keldysh and Onishchenko\(^5\) found the expression (14) to be the correlation rather than interacting energy, neglecting the exchange energy, which is small in the extreme many-flavor limit. In Sec. II C the expression for the interacting energy is compared with self-consistent numerical calculations\(^{36}\) on a MFEG with up to six flavors.

The interacting energy of a standard electron gas with a single flavor\(^{36}\) is more negative than that of a MFEG, which in turn is more negative than that of a Bose condensate.\(^{47}\)

This could be due to the reducing negativity of the exchange energy, which is important in the single-flavor system, but zero in the Bose condensate. In these two extreme systems (the single-flavor electron gas and the Bose condensate), there is no notion of valley degeneracy and therefore the intermediate system (the MFEG) might be expected at most to have only a weak dependence on number of valleys. In fact, the interacting energy of the MFEG, over the range of density found in Sec. II C, contains no dependence on the number of valleys. The absence of valley dependence is also present in the universal behavior for the exchange-correlation energy in electron-hole liquids proposed by Vashista and Kalia.\(^{38}\)

The noninteracting energy term \( E_0 \propto (n / \nu)^{2/3} \) favors low electron density, the interacting term \( E_{\text{int}} = - A_{3D} n^{1/4} \) favors high electron density, therefore, the total energy per particle has a minimum, as a function of density, of \( E_{\text{min}} \propto - \nu^{2/5} \). The presence of a minimum in energy with density of the MFEG is consistent with the results of Andryushin \textit{et al.}\(^3\) and Brinkman and Rice,\(^6\) who analyzed conduction electrons in a semiconductor. One consequence of this minimum is the possibility of a low-density phase coexisting with excitons.

Before analyzing the nonuniform system in detail in Sec. III, we can make qualitative arguments about its expected behavior within a potential well. According to Thomas-Fermi theory, an electron gas in a slowly varying attractive potential has a constant chemical potential. The electron gas is least dense at the edges of the potential and is densest at the center of the well. In a MFEG, due to the negative interacting energy \( E_{\text{int}} = - A_{3D} n^{1/4} \) favoring high electron density, the density is expected to further reduce at the edges of the attractive potential and increase at the center of the well. In a repulsive potential, the opposite should occur.

### C. Density limits

In this section, we will derive approximate expressions for the upper and lower density limits over which the many-flavor limit applies. These will be used to check the theory against numerical results\(^{36}\) and to predict a lower bound on the number of flavors required for the theory to apply.

To find the upper density limit, one notes that Eq. (13) implies that an acceptable upper limit to the momentum integral would scale as \( q = a h a_0^{-1/4} n^{1/4} \), the constant \( a \approx 4 \) was determined numerically and was chosen to give the \( q \) upper limit on the integral that recovered 95\% of the interacting energy. Additionally, the two regions of integration, defined by the Fermi-Dirac distributions in Eq. (3), must not overlap, requiring that \( q / 2 \approx p_F \). Combining these requires that for the many-flavor limit to apply, the density must satisfy \( n a_0^3 \ll (a^2 p_F^2 / (2^{1/3} \pi^2 b)) \). Physically the breakdown at high density is due to the strongest interactions taking place on length scales longer than the inverse length \( p_F^{-1} \).

The low-density limit is derived by considering the expansion of the action in the auxiliary boson field \( \phi \) [Eq. (9)]. In order to evaluate the Gaussian functional integral over the bosonic variable \( \phi \), it is necessary to neglect the quartic term in \( \phi \), which is valid only when investigating the system with
respect to its long-range behavior, that is $p_r \hbar a_0^2 \gg 1$ (Ref. 44) and, therefore, $n a_0^3 \gg \nu / 3 \pi^2$. The breakdown at low density can be understood because the MFEG is effectively a boson gas, all electrons will be in the $\Gamma$ state ($k=0$) and there is no exchange energy.

The upper and lower critical density limits can be combined to conclude that the many-flavor limit result for interacting energy applies for densities that obey $0.03 \nu \ll n a_0^3 \ll 0.005 \nu^3$. This density range increases as $\nu^3$, the scaling relationship is the same as the applicable density range of the correlation energy found by Andryushin et al.,\textsuperscript{3} though they did not provide estimates of numerical factors.

Using the above high- and low-density limits, it is possible to estimate the minimum number of flavors required for the theory to apply. This is done by setting the lower and upper estimates for the allowable density to be equal, which gives $\nu \geq 2$. This estimate is approximate due to the possible inaccuracies in the upper and lower critical densities used in its derivation. As the upper and lower critical densities were set equal, the many-flavor theory will apply here only over a very narrow range of densities, but this range widens with increasing number of flavors as $\nu^3$. An alternative limit can be found by comparing the interaction energy predicted by the theory over the expected density range of applicability with the results of Gold.\textsuperscript{36} Their numerical self-consistent approach gives interaction energies that are accurate to approximately 3% when compared with single-flavor electron-gas quantum Monte Carlo (QMC) calculations\textsuperscript{49,50} and some initial many-flavor QMC calculations.\textsuperscript{51} At two flavors, the interacting energy that is predicted by the many-flavor theory is $\sim 10\%$ more positive than the self-consistent numerical results,\textsuperscript{36} indicating the many-flavor theory does not apply at two flavors. For six flavors, over the predicted allowed density range, the many-flavor theory is between $\sim 0\%$ and $\sim 4\%$ more positive than the numerical results, which indicates that the many-flavor theory can be applied within the predicted range of applicability ($0.5 < r/a_0 < 1$). The theory should be applicable in common multivalley compounds, such as silicon, which has six conduction-band valleys, and to those with more valleys.\textsuperscript{5} This result is corroborated by the results of initial QMC calculations\textsuperscript{51} on systems with between 6 and 24 flavors.

In the first half of this paper, a new versatile formalism to describe a MFEG that could apply in systems containing approximately six or more degenerate conduction valleys has been developed. An exact expression for the total energy of the uniform MFEG was found and the applicable density range was derived. The next step is to investigate the response of the MFEG to an external potential. A gradient approximation is developed in Sec. III and this is applied to electron-hole drops in Sec. VI.

III. GRADIENT CORRECTION

In Sec. I it was shown that the typical length scales of the MFEG are short $q \gg p_F$, motivating a local-density approximation (LDA). This motivation is in addition to the usual reasons for the success of the LDA in density-functional theory (DFT) (Ref. 52)—that the LDA exchange-correlation hole only needs to provide a good approximation for the spherical average of the exchange-correlation hole and obey the sum rule.\textsuperscript{53} In this section, the LDA is used with the polarizability derived in Sec. I A to develop a gradient correction to the energy density that allows the theory to be applied to a nonuniform MFEG.

The typical momentum transfer in the MFEG is $q \sim (\hbar a_0^{-1/4}) n^{1/4}$, hence, the shortest length scale over which the LDA may be made is approximately $(a_0^{-1/4} / \hbar) n^{1/4}$ and the maximum permissible gradients in electron density are $|\nabla n_{\text{max}}| \sim q n \sim (\hbar a_0^{-1/4}) n^{5/4}$. The gradient expansion will break down for short scale phenomena, for example a Mott insulator transition. To derive an energy density gradient expansion, we follow Hohenberg and Kohn\textsuperscript{54} and Rice\textsuperscript{22} and consider an external charge distribution $n_{\text{ext}}(\mathbf{q})$ that couples to the induced charge distribution $n_{\text{ind}}(\mathbf{q})$, with Coulomb energy density

$$E_{\text{ind}} = \frac{1}{2} \sum_{\mathbf{q}} \frac{4 \pi e^2}{q^2} n_{\text{ext}}(\mathbf{q}) n_{\text{ind}}(\mathbf{q}).$$

One now substitutes for $n_{\text{ext}}(\mathbf{q})$ using the relative permittivity $1 / \epsilon(\mathbf{q}) = 1 + n_{\text{ind}}(\mathbf{q}) / n_{\text{ext}}(\mathbf{q}) = 1 / (1 - 4 \pi \Pi^{\text{MF}} / q^2)$ and the many-flavor polarizability [Eq. (4)]. The highest order term in $1/q^2$ gives the induced charge Coulomb energy, the term of order $q^2$ is associated with a gradient expansion. In real space, this gives the expansion for the total energy per particle

$$E_{\text{G}} = \frac{(\nabla n)^2}{8\pi^2} + O[(\nabla n)^4].$$

Here $E_{\text{G}}$ is the ground-state energy of the uniform system found in Sec. II B. The form of the energy correction is similar to the von Weizsäcker term,\textsuperscript{55} although here it is larger, having a coefficient of 1/8 rather than 1/72, as in the von Weizsäcker case. The difference can be qualitatively understood by considering the Fermi surfaces involved in the two cases for a given wave vector $q$. In the many-flavor case, the Fermi surfaces involved in the integral of Eq. (3) do not overlap as $q/2 \gg p_F$ so there is a large volume available in Fermi space, hence, a large coefficient of 1/8. Whereas in the ordinary electron gas (single flavor), the same Fermi surfaces do overlap, as now $q^2 \ll p_F$, reducing the volume available for integration thus reducing the coefficient to 1/72.

The gradient correction for the energy could be used in analytical approximations or as a DFT functional. This energy density expansion allows the MFEG to be applied to a variety of systems. Its use for studying electron-hole drops is demonstrated in Sec. IV.

IV. ELECTRON-HOLE DROPS

In this section, the MFEG is applied to a simple system to investigate the properties of, electron-hole drops. An electron-hole drop is a two-phase system, a spherical region of a MFEG surrounded by an exciton gas.\textsuperscript{43} The density profile, surface thickness, and surface tension of drops are investigated; the scaling of surface thickness and tension with number of flavors is also found, since this can be ex-
experimentally probed through externally imposed strain reducing the valley degeneracy. There have been four main theoretical methods used to analyze an electron-hole drop in silicon and germanium, semiconductors which have six and four flavors, respectively. Rice et al. fitted an analytic form to the energy density minimum and included the lowest order of a local gradient correction. From the equation for energy density, an analytic form for the density profile was derived. A similar approach was used by Sander et al. and Rice to study the surface structure in more detail. The second approach, which for the energy density derived specifically for silicon and germanium, but did not include a gradient correction factor. The fourth approach of Reinecke et al. again used a Padé approximant for the energy density and also included a gradient correction factor. The latter two approaches assumed an exponential density profile for the drop. These four methods all use approximate forms for the energy density. An advantage of the many-flavor approach is that the exact form for the analytic energy density (within the many-flavor assumption) can be used to solve for the drop density profile. While analytic forms for the inner and outer density profile, as well as a model for the entire profile, can be derived, the general problem must be solved numerically. With an exact form for the density profile, electron-hole drop surface effects can be studied.

Local charge neutrality is assumed so that the density of electrons and holes are identically equal everywhere. A LDA with gradient correction is used so that the drop energy density is written as the sum of the local noninteracting, local interacting, and the lowest-order term in a gradient expansion,

\[
e(\mathbf{r}) = \frac{3}{10} \left( \frac{3\pi^2}{\nu} \right)^{2/3} \epsilon_r^{2/3} - A_{3D} \rho(\mathbf{r})^{5/4} + \frac{\nabla n(\mathbf{r})^2}{8n(\mathbf{r})}.
\]

The total energy of a drop is \( \int e(\mathbf{r}) d\mathbf{r} \) and the total number of electrons in the drop is \( \int n(\mathbf{r}) d\mathbf{r} \). The total energy is minimized with respect to electron density \( n(\mathbf{r}) \) while keeping a constant number of electrons in the drop by applying the Euler-Lagrange equation with a Lagrange multiplier \( \mu \), which represents the chemical potential. If the drop has spherical symmetry, the density must satisfy

\[
2n \frac{d^2n}{dr^2} + 4n \frac{dn}{dr} - r \left( \frac{dn}{dr} \right)^2 = 16 \left( \frac{3\pi^2}{\nu} \right)^{2/3} \epsilon_r^{2/3} - 40 A_{3D} \rho n^{9/4} - 32 \rho n^2.
\]

The boundary conditions are specified at the center of the drop, where the density takes the equilibrium homogeneous MFERG value and the density is smooth, namely \( n(0) = \bar{n} \) and \( n'(0) = 0 \). The differential equation [Eq. (18)] cannot be solved analytically for \( n(r) \), but a solution \( n(r) = \bar{n} \) exists for \( \mu = 0 \), which corresponds to the homogeneous MFERG that is a drop containing an infinite number of electrons. Before solving the differential equation numerically, two approximate schemes are developed. One applies near the drop center and the other near the drop edge and their predictions are compared with existing density profile forms.

Near the center of the drop, a perturbation solution about the equilibrium density \( n(\mathbf{r}) = \bar{n} + \Delta n(\mathbf{r}) \), where \( \Delta n(\mathbf{r}) \ll \bar{n} \), is considered. The solution to Eq. (18) for the density is then

\[
n(\mathbf{r}) = \bar{n} + 8 \mu \bar{n}
\frac{\rho}{Q^2} \left[ 1 - \sinh(Qr) \right].
\]

This density profile is characterized by an exponential reduction of the density away from \( \bar{n} \) at the center. The energy \( Q^2 \) is physically the rate of change of energy per unit volume with respect to changing particle density, with

\[
Q^2 = \frac{64}{3} \left( \frac{3\pi^2}{\nu} \right)^{2/3} \bar{n}^{2/3} - 45 A_{3D} \bar{n}^{11/4} - 32 \rho.
\]

The second approximation scheme applies in the drop tail where electron density is low, \( n(\mathbf{r}) \ll \bar{n} \). The term containing the chemical potential is disregarded as it is arbitrarily small for the large drops under investigation. The noninteracting and interacting energy terms contain higher powers of density so they are negligibly small. In this regime, the solution to Eq. (18) is

\[
n(\mathbf{r}) = \begin{cases} n_0 \left( \frac{1}{r} - \frac{1}{r_0} \right)^2 & r < r_0, \\
0 & r \geq r_0.
\end{cases}
\]

Here \( n_0 \) and \( r_0 \) are variational parameters, which must be fitted to a numerical solution. This analytic form shows that the electron-hole drop has a definite outer radius \( r_0 \) which is approached parabolically. It is also noted that in the drop tail, the solution obeys the differential equation

\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{dn^{1/2}}{dr} \right) = \nabla^2 n^{1/2} = 0.
\]

If electron density is mapped onto a wave function \( \psi \) through \( n = |\psi|^2 \), then the solution to Eq. (21) obeys Schrödinger’s equation at low energy, that is \( \nabla^2 \psi = 0 \). The implied Schrödinger equation is for a low-density MFERG with negligible interaction between electrons due to their large separation, which is consistent with the original assumption of low density in the drop tail.

Previous studies of electron-hole drops had a solution with the same exponential form, both inside and outside of the drop. Our inner functional form (an exponential) agrees with previous work but our outer functional form (a quadratic polynomial) does not agree with the exponential decay seen in the previous work. However, the outside of the drop density is low and the arguments of Sec. II C show the many-flavor theory, which requires that the density satisfies \( n \geq 0.03 \nu \), does not apply here. The other
The density profile of a 12-flavor electron-hole drop with density parameter \( r_m = 1 \). The numerical solution is shown by the dotted line, analytical approximations to the inside (outside) of the drop are shown by the dashed (dot dashed) lines, and a best fit model fitted to the numerical solution is shown by the solid line.

This solution has the correct functional form at both the inside \([n(r) \rightarrow \bar{n}]\) and outside of the drop and extrapolates smoothly in between. It can be fitted to the actual solution using parameters \( n_0 \) and \( r_0 \). However, the general differential equation is solved numerically, giving the density profile shown in Fig. 3. The numerical solution is well approximated in the inner and outer regions by Eq. (19) and Eq. (21), respectively, and the model [Eq. (23)] provides a good fit to the numerical solution, having just a slightly too shallow gradient around the median density but it agrees at both the center and outside of the well.

To allow us to compare properties of electron-hole drops that are predicted using many-flavor theory with other work, one can characterize the electron-hole drop properties through its surface thickness \( D \) and tension \( \gamma \). The surface thickness \( D \) is the width over which the density falls from 90% to 10% of its homogeneous equilibrium value \( \bar{n} \). The total surface energy is the difference between the energy per unit area of the MFEG in the drop and the energy of the same number of particles at equilibrium density in a homogeneous system. The surface tension \( \gamma \) is the total surface energy divided by the characteristic drop surface area, here taken to be the area of the spherical surface at the median density, which corresponds to a characteristic drop radius \( r_m \).

The results of numerical calculations in Fig. 4 show that both the surface tension and surface thickness of the drop tend to constant values as the drop size increases. For large drops, the boundary becomes approximately flat so the surface thickness becomes independent of drop radius, as does the surface tension, since its major contribution comes from the drop boundary. We now examine the surface thickness and tension more carefully in turn.

To derive an approximate expression for the surface thickness, we use the analytical approximation [Eq. (19)] to the density profile of the inside of the drop, which gives the density reduction from the drop center,

\[
\Delta n(r) = -\frac{4\mu \bar{n}}{Q^2} e^{Qr}. \tag{24}
\]

From this, the surface thickness \( D \) over which density falls from 90% to 10% is given in the large drop limit \( r_m \gg D \) by,

\[
D = \frac{\ln 9}{Q}. \tag{25}
\]

In the given example in Fig. 3 (12 flavors), this predicts that the surface thickness \( D \approx 0.8a_0 \), which is of similar size to the result found by numerical solution of Eq. (18) of \( \approx 1.1a_0 \), but indicates that the approximation for surface thickness in Eq. (25) is not able to produce accurate results. The values for surface thickness of drops found using the many-flavor theory can be compared with results from other approximations. For the six-flavor gas in the large drop limit, the many-flavor theory approximation [Eq. (25)] predicts a thickness of \( 1.2a_0 \) and exact numerical integration of the many-flavor theory [Eq. (18)] predicts thickness \( 1.6a_0 \). The silicon six-flavor result of Kalia and Vashishta has a surface thickness of \( 1.6a_0 \), which is in good agreement with the many-flavor result.
expected MFEG uniform density is $\bar{n} \approx \nu^{8/5}$ and from Eq. (20), $Q^2 \approx \nu^{1/5}$, which with Eq. (25) predicts surface thickness to scale as $D \approx \nu^{-1/5}$. This scaling prediction for surface thickness can be compared with numerical results for the variation of surface thickness with number of flavors in Fig. 5, which is found by solving the differential equation Eq. (18). The coefficient for surface thickness $D \propto \nu^\alpha$ is $\alpha = -0.199 \pm 0.005(7)$, which is in good agreement with the predicted value of $-1/5$. We can also qualitatively compare our scaling result with numerical results from studies of the electron-hole drop in silicon. These studies compared results for silicon found at the unstrained six flavor with the results at two flavors to attempt to model the effect of stress reducing valley degeneracy. Though two-flavor calculations cannot be accurately given by the many-flavor theory, the qualitative variation of surface tension and surface thickness should be. The variation of surface thickness with number of flavors $D \propto \nu^{-1/5}$ is weak. For silicon from six to two flavors, the many-flavor theory, assuming it is valid, predicts that the thickness increases by a factor of 1.2. This compares reasonably with the numerical results of Ref. 9, which predicts an increase in surface thickness by a factor of $\sim 1.1$.

The dominating contribution to surface energy is at the boundary of the drop, so the surface tension in large drops is approximately the gradient term in the energy density [Eq. (16)] (the main contribution to the surface tension) multiplied by the surface thickness $D$,

$$\gamma \approx \frac{(\nabla n)^2}{8\bar{n}}D \approx \frac{\bar{n}}{8D},$$

where we use the additional approximation $\nabla n \approx \bar{n}/D$. Finally, with the relationship found above, $D \propto \nu^{-1/5}$ and $\bar{n} \propto \nu^{8/5}$, which are found in Sec. II B, this predicts that surface tension varies with number of flavors as $\gamma \propto \nu^{3/5}$. The numerical results of Fig. 5, found by exactly solving the differential equation (18), predict a coefficient for $\gamma \propto \nu^\beta$ of $\beta = 1.8004(3)$, which is in good agreement with the analytical result 9/5. For silicon, reducing the number of flavors from six to two, the above result predicts that surface tension reduces by a factor of seven. This qualitatively agrees with the variation seen by Refs. 9 and 26 of a reduction by a factor of three, though comparison is difficult due to the presence of holes and having too few flavors present for the many-flavor theory to be fully applicable.

V. CONCLUSIONS

This paper describes a new formalism for calculating the behavior of a MFEG. In the many-flavor limit, the Fermi momentum reduces as $p_F \propto \nu^{-1/3}$, so it is small compared with the momenta associated with the strongest interactions. Intravalley interactions are more significant than intervalley.

The behavior of a homogeneous MFEG in the limit of many flavors was derived. Specifically the exact interacting energy per particle is $E_{\text{int}} = -0.574 447(E_s a_0^{-3/4} m^{1/4})\eta^{1/4}$, making it energetically favorable for the MFEG to be dense. The formalism was found to apply with as few as six flavors over the density range $0.03\nu \ll n_0^{3/4} < 0.005\nu^{3/4}$.

The MFEG has short characteristic length scales, which motivates a LDA. A gradient expansion of the energy density with the lowest-order term $|\nabla n|^2/8\bar{n}$ was derived, which was applied to electron-hole drops to study their density profile and surface properties. Surface thickness was found to scale as $D \propto \nu^{-1/5}$ and surface tension was found to scale as $\gamma \propto \nu^{3/5}$.

It would be useful to compare our analytical results with those from computer simulations to verify our findings for the uniform MFEG, its polarizability, and the gradient expansion. This would allow the limits over which the many-flavor limit applies to be derived more accurately and allow the formalism to be applied to more physical systems.
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