Linear-scaling methods in \textit{ab initio} quantum-mechanical calculations

A dissertation submitted for the degree of
\textit{Doctor of Philosophy}
at the University of Cambridge

\textbf{Peter David Haynes}
Christ’s College, Cambridge

July 1998
Preface

This dissertation describes work done between October 1995 and June 1998 in the Theory of Condensed Matter group at the Cavendish Laboratory, Cambridge, under the supervision of Dr. M. C. Payne.

Except where stated otherwise, this dissertation is the result of my own work and contains nothing which is the outcome of work done in collaboration. This dissertation has not been submitted in whole or in part for any degree or diploma at this or any other university.

Peter Haynes
Cambridge, July 1998
O LORD, our Lord,  
how majestic is your name in all the earth!

You have set your glory  
above the heavens.  
From the lips of children and infants  
you have ordained praise  
because of your enemies,  
to silence the foe and the avenger.

When I consider your heavens,  
the work of your fingers,  
the moon and the stars,  
which you have set in place,  
what is man that you are mindful of him,  
the son of man that you care for him?  
You made him a little lower than the heavenly beings  
and crowned him with glory and honour.

You made him ruler over the works of your hands;  
you put everything under his feet:  
all flocks and herds,  
and the beasts of the field,  
the birds of the air,  
and the fish of the sea,  
all that swim the paths of the seas.

O LORD, our Lord,  
how majestic is your name in all the earth!
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Chapter 1

Introduction

1.1 Quantum mechanics

Newton’s *Principia Mathematica* was the climax of a revolution in man’s perception of the Universe, resulting in the acceptance of mathematical physics as a reliable and powerful tool for describing nature. The same laws which accurately predicted the motion of planets around the sun also accounted for the trajectories of terrestrial projectiles, including that legendary windfall apple. So remarkable was the enormous range of scales over which the laws were observed to work, that many believed that they applied universally. Two centuries later, however, a second revolution took place in which classical Newtonian mechanics was found to be inadequate for explaining phenomena on the atomic scale, and a new theory was required. This theory was quantum mechanics.

Despite the philosophical questions of interpretation [1] which arise from the new theory, few question the astounding accuracy with which quantum mechanics describes the world around us. The favourite example cited is that of relativistic quantum field theory’s prediction of the gyromagnetic ratio of the electron [2], which agrees with experiment [3] to better than one part in a million. Today there is little doubt that quantum theory applied to electrons and atomic nuclei provides the foundation for all of low-energy physics, chemistry and biology, and that if we wish to describe complex processes occurring in real materials precisely, we should attempt to solve the equations of quantum mechanics.

Unfortunately, the equations are too complicated to be solved analytically for all but the simplest (and hence most trivial) of systems. The only hope of bringing the power of quantum mechanics to bear on real phenomena of genuine interest to contemporary scientists, and of relevance to our society in general, is to solve the equations numerically by modelling the processes of interest computationally.
1.2 Computer simulations

Many aspects of computational modelling make it a worthy partner of experimental science. The chemist studying a particular reaction can reach into the computer simulation, alter bond lengths or angles, and then observe the effect of such changes on the process taking place. The geophysicist interested in phase transitions occurring deep inside the earth can model pressures and temperatures which could never be reached in a laboratory. All of this can be achieved with a single piece of apparatus – the computer itself.

Quantum-mechanical calculations stand out because they are by design \textit{ab initio} i.e. from first-principles, calculations. They do not depend upon any external parameters except the atomic numbers of the constituent atoms to be modelled and cannot therefore be biased by preconceptions about the final result. Such calculations are reliable and can be used with confidence to predict the behaviour of nature.

Nevertheless, the same complexity which precludes exact analytical solution also results in the highly unfavourable scaling of computational effort and resources required. The computational demands of exact calculations grow exponentially with the size of the system being studied, so that they are too costly to be of significant practical use. Despite the relentless progress of computer technology, this scaling makes this approach inviable for some time yet.

Well-controlled approximations can be employed to enable the equations to be solved much more efficiently without sacrificing the predictive power or parameter-free nature of quantum-mechanical calculations. Much progress has been made in recent years in developing methods which exhibit polynomial rather than exponential scaling. One such method, that of density-functional theory, coupled with a simple description of the quantum-mechanical effects of exchange and correlation and the pseudopotential approximation, has proved to be remarkably successful and is currently applied worldwide by scientists in a wide range of disciplines. Even this method, however, requires a computational effort which scales with the cube of the system-size i.e. is $O(N^3)$, and so is limited in the scale of simulation which can be realistically attempted.

The aim of the work described in this dissertation is to develop new schemes for performing density-functional calculations which lose none of the accuracy of current approaches, but which require an effort which scales only \textit{linearly} with system-size i.e. $O(N)$. A ten-fold increase in computing power then results in a ten-fold increase in accessible system-size. Therefore these methods are sought after not only because they increase the range of applicability of quantum-mechanical calculations now, but also because they will take full advantage of future improvements in computing resources.
1.3 Dissertation outline

In chapter 2 we outline some of the founding principles of quantum mechanics, highlighting the origin of the complexity of the problem of quantum-mechanical many-body systems, describing how the electronic and nuclear degrees of freedom can be separated and demonstrating the power of variational methods for solving the quantum-mechanical equations.

In chapter 3 we turn to a description of the problem of the inhomogeneous “gas” of interacting electrons moving in a static potential due to the nuclei. Density-functional theory allows us to tackle the many-body problem and obtain all of the ground-state properties of the electronic system. We outline in particular the local density approximation for exchange and correlation, the treatment of periodic systems and the pseudopotential approximation. The latter allows the calculation to be simplified by eliminating the chemically inert core electrons from the simulation.

In chapter 4 we generalise DFT to include partial occupation of single-particle states. From this the density-matrix formulation of density-functional theory can be derived, and we show how this can be used to obtain a foundation for linear-scaling methods. We discuss the various requirements this makes on the form of the density-matrix, and also the constraints which must be applied to obtain physically meaningful solutions, focusing in particular on the difficult idempotency condition. We also consider some of the issues which arise when the density-matrix is expressed in terms of a set of non-orthogonal functions.

In chapter 5 we address one of the issues raised by preliminary investigations: how to describe the density-matrix in real-space and still deal accurately with quantities naturally treated in reciprocal-space, particularly the kinetic energy. We propose a new set of localised basis functions, for which analytic results for the overlap, kinetic energy and non-local pseudopotential matrix elements can be obtained, thus satisfying the demand to concentrate on a real-space description while still evaluating these quantities accurately.

In chapter 6 we discuss the use of penalty functionals to impose the idempotency constraint. We begin by reviewing Kohn’s proposal for the use of a penalty functional to exactly impose the idempotency constraint, and show how this is incompatible with computational minimisation schemes. We then present an original method which uses a penalty functional to approximately impose the idempotency constraint, but which still allows the use of efficient minimisation algorithms. Because the density-matrix obtained by this method is only approximately idempotent, the total energy calculated from it differs from the true ground-state energy. We therefore show how it is possible to derive a correction to the total energy from the penalty functional, which gives very accurate estimates of the true ground-state energy from only approximately idempotent density-matrices.
In chapter 7 we outline how the scheme of chapter 6 can be implemented computationally, focusing first on the calculation of the energy and its derivatives. We then examine these derivatives to show that the two types of variation which are made are equivalent to solving the Kohn-Sham equations and making the Hamiltonian and density-matrix commute. We describe how the gradients may be improved by preconditioning, and also how they should be corrected to take account of their tensor properties. Finally we discuss the imposition of the normalisation constraint, and give a general outline of the scheme as currently implemented.

In chapter 8 we describe methods for relating the different quantities used in traditional and linear-scaling calculations and show how the results obtained from one method can be used in the other. We concentrate on the application of such methods to obtain good initial density-matrices for linear-scaling calculations which can speed up the convergence to the ground-state solution.

In chapter 9 we present results for the scheme outlined in chapters 6 and 7 when applied to bulk crystalline silicon. We show how the energy converges as the range of the density-matrix is increased, and compare predicted physical properties with those calculated using traditional methods and with experiment. We also consider the scaling of the method with respect to system-size and the density-matrix range.

Finally in chapter 10 we summarise the results obtained so far and outline the direction for future work in this field.
Chapter 2

Many-body Quantum Mechanics

In this chapter we introduce some of the principles of many-body quantum mechanics, applied to systems consisting of atomic nuclei and electrons. First we outline the general principles of quantum mechanics, the properties of wave-functions and operators, which will later be used to reformulate the problem in terms of the density-matrix. We present the Born-Oppenheimer approximation used to separate the motion of the nuclei from that of the electrons, so that the problem is reduced to that of solving the equations of motion for an electron gas in a static potential. The consequences of the indistinguishability of identical particles are then discussed, as well as results of the relativistic theory of quantum mechanics which need to be included by hand in our non-relativistic treatment. Finally the powerful variational principle is introduced which is often used in solving the equations of quantum mechanics.

2.1 Principles of quantum mechanics

2.1.1 Wave-functions and operators

The theory of quantum mechanics is built upon the fundamental concepts of wave-functions and operators. The wave-function is a single-valued square-integrable function of the system parameters and time which provides a complete description of the system. Linear Hermitian operators act on the wave-function and correspond to the physical observables, those dynamical variables which can be measured, e.g. position, momentum and energy.

For systems of atomic nuclei\(^1\) and electrons, which are the subject of this dissertation, the system parameters might be taken to be a set of position variables of the constituent particles (the notation adopted in this and the following chapters is to refer to electronic

\(^1\)At the atomic energy scales which are of interest in this work, the nuclei are extremely well-described as massive point charges and their internal structure is safely neglected.
variables using a latin index and nuclear variables with a greek index) i.e. \( \{ r_i \}, \{ r_\alpha \} \), their momenta \( \{ p_i \}, \{ p_\alpha \} \) or even a mixture of the two e.g. \( \{ r_i \}, \{ p_\alpha \} \). In contrast to a Newtonian system which is completely described by the positions and momenta of its constituents, the quantum-mechanical wave-function is a function of only one of these parameters per particle\(^2\) . The wave-function for the system is thus typically denoted by \( \Psi (\{ r_i \}, \{ r_\alpha \}, t) \).

A notation due to Dirac [4] is often employed, which reflects the fact that this wave-function is simply one of many representations of a single state-vector in a Hilbert space, which is written as \( | \Psi \rangle \), known as a ket. There also exists a dual space containing a set of bra vectors, denoted \( \langle \Psi | \) , defined by their scalar products and in one-to-one correspondence with the kets. The scalar product is written as a braket and is anti-linear in the first argument and linear in the second: thus \( \langle \Psi | \Phi \rangle = (\langle \Phi | \Psi \rangle)^* \). It is worth noting here that state-vectors which differ only by a multiplicative non-zero complex constant describe the same state: we can thus restrict our interest to the set of normalised vectors defined such that the scalar product of the vector with its own conjugate equals unity:

\[
\langle \Psi | \Psi \rangle = \int \prod_j d r_j \prod_\beta d r_\beta \Psi^* (\{ r_i \}, \{ r_\alpha \}, t) \Psi (\{ r_i \}, \{ r_\alpha \}, t) = 1 . \tag{2.1}
\]

The operator corresponding to some observable \( O \) is often written \( \hat{O} \), and in general when this operator acts on some state-vector \( | \Psi \rangle \), a different (not necessarily normalised) state-vector \( | \Phi \rangle \) results:

\[
\hat{O} | \Psi \rangle = | \Phi \rangle . \tag{2.2}
\]

However, for each operator there exists a set of normalised eigenstates, say \( \{| \chi_n \rangle \} \), which remain unchanged by the action of the operator i.e.

\[
\hat{O} | \chi_n \rangle = \lambda_n | \chi_n \rangle , \tag{2.3}
\]

in which the constant \( \lambda_n \) (always real for Hermitian operators) is the eigenvalue.

The postulates of quantum mechanics [5] state that for a system in state \( | \Psi \rangle \):

- the outcome of a measurement of a dynamical variable is always one of the eigenvalues \( \lambda_n \) of the corresponding operator,

- immediately following a measurement, the state-vector collapses to the eigenstate \( | \chi_n \rangle \) corresponding to the measured eigenvalue\(^3\),

\(^2\)We are neglecting spin in this discussion.

\(^3\)For the case of eigenvalue degeneracy, the state-vector collapses to a vector lying in the subspace spanned by all of the eigenvectors corresponding to the measured eigenvalue.
• the probability of such a measurement\(^4\) is

\[
P(\lambda_n) = |\langle \chi_n | \Psi \rangle|^2.\tag{2.4}
\]

### 2.1.2 Expectation values

Much of the power of the theory comes from the fact that the quantum-mechanical states can be linearly superposed since this leads to no ambiguity in the action of linear operators\(^5\).

We now consider the quantity \(\langle \Psi | \hat{O} | \Psi \rangle\). From Sturm-Liouville theory, the eigenstates of the operator \(\hat{O}\) form a complete set, which means that any valid state-vector can be expressed as a linear superposition of those eigenstates with appropriate complex coefficients \(\{c_n\}\):

\[
|\Psi\rangle = \sum_n c_n |\chi_n\rangle.\tag{2.5}
\]

These coefficients are easily obtained for Hermitian operators because the eigenstates are orthogonal (or can always be chosen to be orthogonal in the case of degenerate eigenvalues) which means that the scalar product of two different eigenstates vanishes:

\[
\langle \chi_n | \chi_m \rangle = \delta_{nm}.\tag{2.6}
\]

Either taking scalar products of both sides of equation 2.5 with the eigenstates \(\{|\chi_m\rangle\}\), or by using the following concise expression of completeness:

\[
\sum_n |\chi_n\rangle \langle \chi_n | = 1,\tag{2.7}
\]

the expansion coefficients \(\{c_n\}\) can be determined:

\[
c_n = \langle \chi_n | \Psi \rangle,\tag{2.8}
\]

\[
|\Psi\rangle = \sum_n |\chi_n\rangle \langle \chi_n | \Psi \rangle.\tag{2.9}
\]

Now this result is applied to the quantity \(\langle \Psi | \hat{O} | \Psi \rangle\):

\[
\langle \Psi | \hat{O} | \Psi \rangle = \sum_m (\langle \chi_m | \Psi \rangle)^* \langle \chi_m | \hat{O} \sum_n |\chi_n\rangle \langle \chi_n | \Psi \rangle
\]

\[
= \sum_n \lambda_n |\langle \chi_n | \Psi \rangle|^2.\tag{2.10}
\]

\(^4\)Again, for the degenerate case, the probabilities must be summed for all eigenvectors corresponding to the measured eigenvalue.

\(^5\)For a linear operator \(\hat{O}\), \(\hat{O}(\alpha|A\rangle + \beta|B\rangle) = \alpha\hat{O}|A\rangle + \beta\hat{O}|B\rangle\).
in which we have used the fact that $\hat{O}$ is linear, that the $\{|\chi_n\rangle\}$ are eigenstates of $\hat{O}$ (2.3) and the orthonormality relation (2.6).

Since the only possible outcomes of a measurement of the observable $O$ corresponding to operator $\hat{O}$ are the eigenvalues $\{\lambda_n\}$, with corresponding probabilities $|\langle \chi_n | \Psi \rangle|^2$ (2.4), the quantity $\langle \Psi | \hat{O} | \Psi \rangle$ is to be interpreted as the expectation value of $O$ for a system in state $|\Psi\rangle$. The normalisation condition $\langle \Psi | \Psi \rangle = 1$ corresponds to the condition that the probabilities sum to unity.

### 2.1.3 Stationary states

The final postulate of quantum mechanics states that between measurements, the state-vector evolves in time according to the time-dependent Schrödinger equation\(^6\):

$$\hat{H} |\Psi\rangle = i \frac{\partial}{\partial t} |\Psi\rangle. \quad (2.11)$$

This treatment is non-relativistic: for heavy atoms there are significant relativistic effects but these can be incorporated \textit{a posteriori} in the construction of the pseudopotentials (see 3.3). The operator $\hat{H}$ is known as the Hamiltonian and is the energy operator, which for systems of atomic nuclei and electrons takes the form

$$\hat{H} = -\frac{1}{2} \sum_i \nabla_i^2 - \sum_{\alpha} \frac{1}{2m_{\alpha}} \nabla_{\alpha}^2 - \sum_i \sum_{\alpha} \frac{Z_{\alpha}}{|r_i - r_{\alpha}|} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{1}{|r_i - r_j|} + \frac{1}{2} \sum_{\alpha} \sum_{\beta \neq \alpha} \frac{Z_{\alpha}Z_{\beta}}{|r_{\alpha} - r_{\beta}|} \quad (2.12)$$

in which the nuclear masses $m_{\alpha}$ and atomic numbers $Z_{\alpha}$ appear. The first two terms on the right-hand side represent the kinetic energies of the electrons and nuclei respectively. The subsequent terms describe the electron-nuclear, electron-electron and inter-nuclear Coulomb interaction energies respectively.

Finally we note that if we solve the time-independent Schrödinger equation, the eigenvalue equation for the Hamiltonian, then the time-dependence of the wavefunction takes a particularly simple form. The following separation of variables is made:

$$\Psi (\{r_i\}, \{r_{\alpha}\}, t) = \tilde{\Psi} (\{r_i\}, \{r_{\alpha}\}) \Theta (t) \quad (2.13)$$

which is successful and leads to the following equations, where $E$ is the separation constant:

$$\hat{H} \tilde{\Psi} (\{r_i\}, \{r_{\alpha}\}) = E \tilde{\Psi} (\{r_i\}, \{r_{\alpha}\}) , \quad (2.14)$$

$$i \frac{d}{dt} \Theta (t) = E \Theta (t). \quad (2.15)$$

---

\(^6\)Atomic units are used throughout (unless otherwise stated): $\hbar = m_e = e = 4\pi\varepsilon_0 = 1$. 

The ordinary differential equation 2.15 is straightforwardly solved, so that eigenfunctions of the Hamiltonian with energy $E$ take the form:

$$
\Psi (\{r_i\}, \{r_\alpha\}, t) = \tilde{\Psi} (\{r_i\}, \{r_\alpha\}) \exp (-iEt).
$$

(2.16)

States which are eigenfunctions of the Hamiltonian are also known as stationary states because the expectation values of time-independent operators for these states are also independent of time:

$$
\langle \Psi | \hat{O} | \Psi \rangle = \int \prod_j \text{d}r_j \prod_\beta \text{d}r_\beta \Psi^* (\{r_i\}, \{r_\alpha\}) \hat{O} \Psi (\{r_i\}, \{r_\alpha\}) \\
= \int \prod_j \text{d}r_j \prod_\beta \text{d}r_\beta \Psi^* (\{r_i\}, \{r_\alpha\}) \exp (iEt) \hat{O} \Psi (\{r_i\}, \{r_\alpha\}) \exp (-iEt) \\
= \langle \tilde{\Psi} | \hat{O} | \tilde{\Psi} \rangle.
$$

(2.17)

From now on we shall be dealing with eigenstates of the Hamiltonian, and so will suppress the exponential time-dependence of the state and deal directly with the time-independent state $|\tilde{\Psi}\rangle$ instead.

### 2.2 The Born-Oppenheimer approximation

The forces on both electrons and nuclei due to their electric charge are of the same order of magnitude, and so the changes which occur in their momenta as a result of these forces must also be the same. One might, therefore, assume that the actual momenta of the electrons and nuclei were of similar magnitude. In this case, since the nuclei are so much more massive than the electrons, they must accordingly have much smaller velocities. Thus it is plausible that on the typical time-scale of the nuclear motion, the electrons will very rapidly relax to the instantaneous ground-state configuration, so that in solving the time-independent Schrödinger equation resulting from the Hamiltonian in equation 2.12, we can assume that the nuclei are stationary and solve for the electronic ground-state first, and then calculate the energy of the system in that configuration and solve for the nuclear motion. This separation of electronic and nuclear motion is known as the Born-Oppenheimer approximation [6].

Following Ziman [7], we assume the following form of an eigenfunction for the Hamiltonian (2.12):

$$
\tilde{\Psi} (\{r_i\}, \{r_\alpha\}) = \Psi (\{r_i\}; \{r_\alpha\}) \Phi (\{r_\alpha\})
$$

(2.18)

and require that $\Psi (\{r_i\}; \{r_\alpha\})$ (which is a wave-function only of the $\{r_i\}$ with the $\{r_\alpha\}$
as parameters) satisfies the time-independent Schrödinger equation for the electrons in a static array of nuclei:

\[
\left[ -\frac{1}{2} \sum_i \nabla_i^2 - \sum_{i} \sum_{\alpha} \frac{Z_\alpha}{|r_i - r_\alpha|} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} \right] \Psi(\{r_i\}; \{r_\alpha\}) = \mathcal{E}_e(\{r_\alpha\}) \Psi(\{r_i\}; \{r_\alpha\})
\]

in which the dependence of the eigenvalues \(\mathcal{E}_e\) on the nuclear positions is acknowledged. Applying the full Hamiltonian (2.12) to the whole wave-function:

\[
\hat{H} \Psi(\{r_i\}; \{r_\alpha\}) = \left[ -\sum_{\beta} \frac{1}{2m_\beta} \nabla_\beta^2 + \mathcal{E}_e(\{r_\alpha\}) + \frac{1}{2} \sum_{\alpha \neq \beta} \frac{Z_\beta Z_\gamma}{|r_\beta - r_\gamma|} \right] \Psi(\{r_i\}; \{r_\alpha\})
\]

\[
= \Psi(\{r_i\}; \{r_\alpha\}) \left[ -\sum_{\beta} \frac{1}{2m_\beta} \nabla_\beta^2 + \mathcal{E}_e(\{r_\alpha\}) + \frac{1}{2} \sum_{\alpha \neq \beta} \frac{Z_\beta Z_\gamma}{|r_\beta - r_\gamma|} \right] \Phi(\{r_\alpha\})
\]

\[
-\sum_{\beta} \frac{1}{2m_\beta} \left[ 2 \nabla_\beta \Phi(\{r_\alpha\}) \cdot \nabla_\beta \Psi(\{r_i\}; \{r_\alpha\}) + \Phi(\{r_\alpha\}) \nabla_\beta^2 \Psi(\{r_i\}; \{r_\alpha\}) \right]
\]

(2.20)

The energy \(\mathcal{E}_e(\{r_\alpha\})\) is called the adiabatic contribution of the electrons to the energy of the system. The remaining non-adiabatic terms contribute very little to the energy, which can be demonstrated using time-independent perturbation theory [8]. The first order correction arising from the first non-adiabatic term in the last line of equation 2.20 is of the form:

\[
- \int \prod_j d\mathbf{r}_j \prod_\beta d\mathbf{r}_\beta \Psi^\ast(\{r_i\}; \{r_\alpha\}) \Phi^\ast(\{r_\alpha\}) \sum_\gamma \frac{1}{m_\gamma} \left[ \nabla_\gamma \Phi(\{r_\alpha\}) \cdot \nabla_\gamma \Psi(\{r_i\}; \{r_\alpha\}) \right]
\]

\[
= - \sum_\gamma \int \prod_\beta d\mathbf{r}_\beta \Phi^\ast(\{r_\alpha\}) \nabla_\gamma \Phi(\{r_\alpha\}) \cdot \left[ \int \prod_j d\mathbf{r}_j \Psi^\ast(\{r_i\}; \{r_\alpha\}) \nabla_\gamma \Psi(\{r_i\}; \{r_\alpha\}) \right]
\]

(2.21)

and the term in square brackets can be rewritten

\[
\int \prod_j d\mathbf{r}_j \Psi^\ast(\{r_i\}; \{r_\alpha\}) \nabla_\gamma \Psi(\{r_i\}; \{r_\alpha\}) = \frac{1}{2} \nabla_\gamma \int \prod_j d\mathbf{r}_j |\Psi(\{r_i\}; \{r_\alpha\})|^2
\]

\[
= \frac{1}{2} \nabla_\gamma (1) = 0,
\]

(2.22)

since the normalisation of the electronic wave-function does not change when the nuclei move, so that the first order contribution vanishes. The second-order shift due to this term does not vanish and gives rise to transitions between electronic states as the ions move, otherwise known as the electron-phonon interaction, which will modify the energy.

The second non-adiabatic term in the final term of equation 2.20 will be largest when the
electrons labelled \( i \) are tightly bound to the nuclei labelled \( \alpha \) in which case
\[
\Psi \left( \{ \mathbf{r}_i \}; \{ \mathbf{r}_\alpha \} \right) = \Psi \left( \{ \mathbf{u}_{(i,\alpha)} \} \right) \text{ where } \mathbf{u}_{(i,\alpha)} = \mathbf{r}_i - \mathbf{r}_\alpha \text{ and the first order correction from this term is}
\]
\[
- \int \prod_j \mathrm{d}\mathbf{r}_j \prod_\beta \mathrm{d}\mathbf{r}_\beta \Psi^* \left( \{ \mathbf{u}_{(i,\alpha)} \} \right) \Phi^* \left( \{ \mathbf{r}_\alpha \} \right) \sum_\gamma \frac{1}{2m_\gamma} \left[ \Phi \left( \{ \mathbf{r}_\alpha \} \right) \nabla_\gamma^2 \Psi \left( \{ \mathbf{u}_{(i,\alpha)} \} \right) \right]
\]
\[
= - \sum_\gamma \frac{1}{2m_\gamma} \left[ \int \prod_\beta \mathrm{d}\mathbf{r}_\beta \left| \Phi \left( \{ \mathbf{r}_\alpha \} \right) \right|^2 \right] \left[ \int \prod_{(j,\beta)} \mathrm{d}\mathbf{u}_{(j,\beta)} \Psi^* \left( \{ \mathbf{u}_{(i,\alpha)} \} \right) \nabla_\gamma^2 \Psi \left( \{ \mathbf{u}_{(i,\alpha)} \} \right) \right]
\]
\[
= - \sum_{(k,\gamma)} \frac{1}{m_\gamma} \int \prod_{(j,\beta)} \mathrm{d}\mathbf{u}_{(j,\beta)} \Psi^* \left( \{ \mathbf{u}_{(i,\alpha)} \} \right) \frac{1}{2} \nabla_{(k,\gamma)}^2 \Psi \left( \{ \mathbf{u}_{(i,\alpha)} \} \right),
\]  \hspace{1cm} (2.23)

and this quantity is of the order of the electronic kinetic energy multiplied by the ratio of the electron and nuclear masses, typically a factor of the order of \( 10^{-4} \) or \( 10^{-5} \), so that the contributions from this term to all orders can be neglected.

We therefore neglect the non-adiabatic terms and note that equation 2.20 is satisfied if \( \Phi \left( \{ \mathbf{r}_\alpha \} \right) \) obeys a Schrödinger equation of the form
\[
\left[ -\sum_\beta \frac{1}{2m_\beta} \nabla_\beta^2 + \mathcal{E}_e \left( \{ \mathbf{r}_\alpha \} \right) + \frac{1}{2} \sum_\beta \sum_{\gamma \neq \beta} \frac{Z_\beta Z_\gamma}{|\mathbf{r}_\beta - \mathbf{r}_\gamma|} \right] \Phi \left( \{ \mathbf{r}_\alpha \} \right) = \mathcal{E} \Phi \left( \{ \mathbf{r}_\alpha \} \right). \hspace{1cm} (2.24)
\]

This adiabatic principle is crucial because it allows us to separate the nuclear and electronic motion, leaving a residual electron-phonon interaction. From this point on it is assumed that the electrons respond instantaneously to the nuclear motion and always occupy the ground-state of that nuclear configuration. Varying the nuclear positions maps out a multi-dimensional ground-state potential energy surface, and the motion of the nuclei in this potential can then be solved. In practice Newtonian mechanics generally suffices for this part of the problem\(^7\), and relaxation of the nuclear positions to the minimum-energy configuration or molecular dynamics \([11, 12]\) can be performed. These aspects go beyond the scope of this dissertation so that from now on it is assumed that a system with a fixed nuclear configuration is to be treated, so that the electronic energy \( \mathcal{E}_e \) is a constant and the electronic wave-function \( \Psi \left( \{ \mathbf{r}_i \} \right) \) obeys the Schrödinger equation 2.19. The dependence of the electronic wave-function on the nuclear positions \( \{ \mathbf{r}_\alpha \} \) is now suppressed.

\(^7\)The most notable exception to this rule is the motion of hydrogen, which is often treated using the path-integral formulation of quantum mechanics \([9, 10]\).
2.3 Identical particles

2.3.1 Symmetries

It is a consequence of quantum mechanics, usually expressed in the terms of the Heisenberg uncertainty principle that, in contrast to Newtonian mechanics, the trajectory of a particle is undefined. When dealing with identical particles this leads to complications, as illustrated in figure 2.1.

Consider a system of two identical particles represented by the wave-function $\Psi(r_1, r_2)$ and a particle-exchange operator $\hat{P}_{12}$ which swaps the particles i.e.

$$\hat{P}_{12}\Psi(r_1, r_2) = \Psi(r_2, r_1). \quad (2.25)$$

However, since the system must be unchanged by such an exchange of identical particles, the two states appearing in equation 2.25 must be the same and hence differ only by a multiplicative complex constant;

$$\Psi(r_2, r_1) = c\Psi(r_1, r_2), \quad (2.26)$$

so that many-body wave-functions of identical particles must be eigenstates of the particle interchange operator. Performing the exchange twice clearly returns the system precisely to its original state and so leads to

$$\hat{P}_{12}^2\Psi(r_1, r_2) = c^2\Psi(r_1, r_2) = \Psi(r_1, r_2) \quad (2.27)$$
i.e. $c^2 = 1$ so $c = \pm 1$, and the many-body wave-function at most changes sign under particle exchange. This result is readily extended to systems of more than two identical particles, so that the wave-functions are either symmetric or antisymmetric under exchange of any two identical particles.

### 2.3.2 Spin and statistics

It is necessary to go to the full relativistic theory of quantum mechanics in order to ascertain which sign is appropriate to a system of particles, although the result itself is simple enough to express\(^8\). A result of the relativistic theory is that particles may possess intrinsic angular momentum known as \textit{spin}, which is quantised in units of $\frac{1}{2}$. A brief outline of the relationship between spin and statistics follows.

We use the method of \textit{second quantisation} of fields of particles with spin (see [14]). For a system of free non-interacting particles, the single-particle states are characterised by linear momentum $p$ and spin $\sigma$. We denote the occupation numbers of these states $N_{p\sigma}$, but for now we will only consider situations in which every single-particle state is either empty or singly occupied, and in addition will consider a system of at most two particles and focus on just two single-particle states. The state-vector is represented by a series of “slots”, whose order is important at this stage, each containing an occupation number. Thus $|1_{p\sigma}, 1_{p'\sigma'}\rangle$ denotes a state in which a particle was put in state $(p\sigma)$ and then a second particle was added in state $(p\sigma)$.

Annihilation and creation operators\(^9\) $\hat{a}_{p\sigma}$, $\hat{a}_{p\sigma}^\dagger$ are introduced for each state which act in the following manner:

\begin{align}
\hat{a}_{p\sigma} |1_{p\sigma}\rangle &= |0\rangle, \\
\hat{a}_{p\sigma}^\dagger |0\rangle &= |1_{p\sigma}\rangle.
\end{align}

In order that the sign of the state is unambiguously defined in this notation, it is necessary for consistency that creation operators act on the right-most void and annihilation operators act on the left-most appropriately-filled slot.

We now consider the state $|1_{p\sigma}, 1_{p'\sigma'}\rangle$ and use the exchange operator $\hat{a}_{p'\sigma'}^\dagger \hat{a}_{p\sigma} \hat{a}_{p\sigma}^\dagger \hat{a}_{p'\sigma'}$ to obtain the state $|1_{p'\sigma'}, 1_{p\sigma}\rangle$, in which particles have been exchanged between state $(p\sigma)$ and $(p'\sigma')$:

$$
\hat{a}_{p'\sigma'}^\dagger \hat{a}_{p\sigma} \hat{a}_{p\sigma}^\dagger \hat{a}_{p'\sigma'} |1_{p\sigma}, 1_{p'\sigma'}\rangle = \hat{a}_{p'\sigma'}^\dagger \hat{a}_{p\sigma} \hat{a}_{p\sigma}^\dagger |1_{p\sigma}, 0\rangle = \hat{a}_{p'\sigma'}^\dagger \hat{a}_{p\sigma}^\dagger |0, 0\rangle
$$

\(^8\)Berry [13] has recently proposed a non-relativistic explanation involving a geometric phase.

\(^9\)Neither the creation nor annihilation operators are Hermitian, and so they do not correspond to physical observables.
Linear-scaling methods in \textit{ab initio} quantum-mechanical calculations

\[ \hat{\alpha}^\dagger_{p\sigma', 0} |0, 1_{p\sigma} \rangle = |1_{p\sigma'}, 1_{p\sigma} \rangle. \]  

(2.30)

The initial discussion in this section showed that under this exchange, the wave-function at most changes sign. This requires that the creation and annihilation operators obey one of two sets of commutation rules, as we will now show. The first set is due to Bose and can be summarised by:

\[
\begin{align*}
[\hat{\alpha}_{p\sigma}, \hat{\alpha}_{p'\sigma'}^\dagger] &= \delta_{pp'} \delta_{\sigma\sigma'}, \quad (2.31) \\
[\hat{\alpha}_{p\sigma}, \hat{\alpha}_{p'\sigma'}] &= 0, \quad (2.32) \\
\text{where } [\hat{p}, \hat{q}] &= \hat{p}\hat{q} - \hat{q}\hat{p}. \quad (2.33)
\end{align*}
\]

Under the Bose commutation rules, the two creation operators in the exchange operator, which refer to different states, commute and so can be swapped, and the result is that

\[
\begin{align*}
\hat{\alpha}^\dagger_{p\sigma'} \hat{\alpha}^\dagger_{p\sigma} \hat{\alpha}_{p\sigma} \hat{\alpha}_{p'\sigma'} |1_{p\sigma}, 1_{p'\sigma'} \rangle &= |1_{p'\sigma}, 1_{p\sigma} \rangle \\
\hat{\alpha}^\dagger_{p\sigma} \hat{\alpha}^\dagger_{p'\sigma'} \hat{\alpha}_{p\sigma} \hat{\alpha}_{p'\sigma'} |1_{p\sigma}, 1_{p'\sigma'} \rangle &= |1_{p\sigma}, 1_{p'\sigma'} \rangle \quad (2.34)
\end{align*}
\]

i.e. states describing particles whose creation and annihilation operators obey the Bose commutation rules (\textit{bosons}) must have symmetric wave-functions.

The second set of commutation rules, which is due to Fermi, describes \textit{fermions}:

\[
\begin{align*}
\{\hat{\alpha}_{p\sigma}, \hat{\alpha}_{p'\sigma'}^\dagger\} &= \delta_{pp'} \delta_{\sigma\sigma'}, \quad (2.35) \\
\{\hat{\alpha}_{p\sigma}, \hat{\alpha}_{p'\sigma'}\} &= 0, \quad (2.36) \\
\text{where } \{\hat{p}, \hat{q}\} &= \hat{p}\hat{q} + \hat{q}\hat{p}. \quad (2.37)
\end{align*}
\]

and gives rise to antisymmetric wave-functions:

\[
\begin{align*}
\hat{\alpha}^\dagger_{p'\sigma'} \hat{\alpha}^\dagger_{p\sigma} \hat{\alpha}_{p\sigma} \hat{\alpha}_{p'\sigma'} |1_{p\sigma}, 1_{p'\sigma'} \rangle &= |1_{p'\sigma'}, 1_{p\sigma} \rangle \\
-\hat{\alpha}^\dagger_{p\sigma} \hat{\alpha}^\dagger_{p'\sigma'} \hat{\alpha}_{p\sigma} \hat{\alpha}_{p'\sigma'} |1_{p\sigma}, 1_{p'\sigma'} \rangle &= -|1_{p\sigma}, 1_{p'\sigma'} \rangle. \quad (2.38)
\end{align*}
\]

In particular, note that the Fermi rules (equation 2.36 for \((p\sigma) = (p'\sigma')\)) require that

\[
\hat{\alpha}_{p\sigma} \hat{\alpha}_{p\sigma} = \hat{\alpha}^\dagger_{p\sigma} \hat{\alpha}^\dagger_{p\sigma} = 0 \quad (2.39)
\]

i.e. it is impossible to put more than one fermion in any single-particle state. This result is known as the Pauli exclusion principle and it is ultimately responsible for the stability of matter. In an atom, for instance, the Pauli exclusion principle prevents all of the electrons from falling into the lowest-lying energy level.
Thus all systems of identical particles must subscribe to one of the sets of rules above: bosons have symmetric wave-functions and fermions antisymmetric wave-functions.

The second result of the relativistic theory which needs to be considered is the existence of antiparticles, which have the same mass but opposite charge to their corresponding particles. The antiparticles are assigned their own set of creation and annihilation operators, denoted $\hat{b}_p^\dagger$ and $\hat{b}_p$ respectively, which obey the same commutation rules as the particle operators.

The creation and annihilation operators can be combined to form a Hermitian product, the number operator, $\hat{N}_{p\sigma} = \hat{a}_{p\sigma}^\dagger \hat{a}_{p\sigma}$, so-called because its action is simply to return the number of particles in state $(p\sigma)$. For antiparticles, $\hat{N}_{p\sigma} = \hat{b}_{p\sigma}^\dagger \hat{b}_{p\sigma}$.

Using the method of second quantisation, the Hamiltonian can be written as (see [15]):

$$\hat{H} = \sum_p \sum_\sigma \varepsilon(p) \left( \hat{a}_{p\sigma}^\dagger \hat{a}_{p\sigma} \pm \hat{b}_{p\sigma}^\dagger \hat{b}_{p\sigma} \right)$$

where the $\varepsilon(p) = \sqrt{p^2 + m^2}$ are the energies of the single-particle states, and the plus sign occurs for particles of integral spin and the minus sign for particles with half-integral spin. We note that the particle creation and annihilation operators occur in the correct order to be rewritten as the particle number operator, whereas the antiparticle operators are in the wrong order, so we can use the appropriate set of commutation rules to reverse this order. The Hamiltonian for free particles must be positive-definite, and therefore turns out to be of the form

$$\hat{H} = \sum_p \sum_\sigma \varepsilon(p) \left( \hat{N}_{p\sigma} + \hat{N}_{p\sigma}^\dagger + 1 \right).$$

The constant $\sum_p \sum_\sigma \varepsilon(p)$ in equation 2.41 represents the energy of the vacuum and is usually ignored. In order to obtain the Hamiltonian in this form, particles with half-integral spin (minus sign in 2.40) must have creation and annihilation operators which anticommute according to the Fermi rules, whereas particles with integral spin (plus sign in 2.40) must have operators which commute according to the Bose rules.

We thus come to the following conclusions:

- particles with half-integral spin are fermions and have antisymmetric wave-functions,
- particles with integral spin are bosons and have symmetric wave-functions.

In particular, electrons (which have spin $\frac{1}{2}$) are fermions with antisymmetric wave-functions and obey the Pauli exclusion principle. These consequences of relativistic quantum mechanics must be carried over by hand into the non-relativistic theory if we are to correctly describe nature.
In this dissertation we will not address the issues which arise in spin-polarised systems, in which the numbers of electrons in different spin states differ. In our case, it is only necessary to ensure that the many-body electronic wave-function is antisymmetric under exchange and that each single-particle state is never more than doubly-occupied (with one spin “up” electron and one spin “down”).

2.4 Variational principles

In section 2.1 we outlined the basic principles of quantum mechanics, and in particular noted the rôle of the quantity \( \langle \Psi | \hat{O} | \Psi \rangle \) as the expectation value of the observable corresponding to the operator \( \hat{O} \). In that section, mention was briefly made of the relationship:

\[
\langle \Psi | \Psi \rangle = \sum_n |\langle \chi_n | \Psi \rangle|^2
\]

which is simply derived from equations 2.5, 2.6 and 2.8. If we relax the restriction on orthonormalisation, the expression for the expectation value becomes

\[
\langle O \rangle = \frac{\langle \Psi | \hat{O} | \Psi \rangle}{\langle \Psi | \Psi \rangle}.
\]

We now consider the expectation value of the Hamiltonian operator for the electrons, defined in equation 2.19 and reproduced here:

\[
\hat{H} | \Psi \rangle = \left[ -\frac{1}{2} \sum_i \nabla_i^2 - \sum_i \sum_\alpha \frac{Z\alpha}{|\mathbf{r}_i - \mathbf{r}_\alpha|} + \frac{1}{2} \sum_i \sum_{j\neq i} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} \right] | \Psi \rangle = E | \Psi \rangle
\]

in which the electronic energy is now labelled \( E \), and the dependence on the nuclear coordinates is suppressed since the nuclei are assumed to be static following the conclusions of section 2.2. This equation is an eigenvalue equation for a linear Hermitian operator, and as such can always be recast in the form of finding the stationary points of a functional subject to a constraint.

Consider the expectation value of the Hamiltonian \( \langle E \rangle = E[\Psi] \) which is a functional of the wave-function, and make a small variation to the state-vector: \( | \Psi \rangle \to | \Psi \rangle + | \delta \Psi \rangle \). The change in \( E[\Psi] \) is given by

\[
\delta E[\Psi] = E[\Psi + \delta \Psi] - E[\Psi] = \frac{\langle \Psi + \delta \Psi | \hat{H} | \Psi + \delta \Psi \rangle - \langle \Psi | \hat{H} | \Psi \rangle}{\langle \Psi + \delta \Psi | \Psi + \delta \Psi \rangle} - \frac{\langle \Psi | \hat{H} | \Psi \rangle}{\langle \Psi | \Psi \rangle}
\]
\[
\begin{align*}
&\frac{\langle \delta \Psi | \hat{H} | \delta \Psi \rangle - \frac{\langle \delta \Psi | \hat{H} | \delta \Psi \rangle^2}{\langle \delta \Psi | \delta \Psi \rangle}}{\langle \delta \Psi | \delta \Psi \rangle} 
= \frac{1}{\langle \Psi | \Psi \rangle} \left[ \langle \delta \Psi | (\hat{H} | \Psi \rangle - E[\Psi] | \Psi \rangle \rangle + \{ \langle \delta \Psi | (\hat{H} | \Psi \rangle - E[\Psi] | \Psi \rangle \}^* \right] 
(2.45) 
\end{align*}
\]

neglecting changes which are second-order or higher in \( \delta \Psi \) in the last line. Thus the quantity \( E[\Psi] \) is stationary (\( \delta E[\Psi] = 0 \)) when \( |\Psi\rangle \) is an eigenstate of \( \hat{H} \) and the eigenvalue is \( E[\Psi] \),

\[ \hat{H} |\Psi\rangle = E[\Psi] |\Psi\rangle \]  
(2.46)
and this equation is the time-independent Schrödinger equation. The eigenvalues of \( \hat{H} \) can therefore be found by finding the stationary values of \( E[\Psi] \) i.e. finding the stationary values of \( \langle \Psi | \hat{H} | \Psi \rangle \) subject to the constraint that \( \langle \Psi | \Psi \rangle \) is constant. In this procedure, the eigenvalue \( E \) plays the rôle of a Lagrange multiplier used to impose the constraint.

In this dissertation we will only be interested in finding the electronic ground-state \( |\Psi_0\rangle \) which is the eigenstate of the Hamiltonian with the lowest eigenvalue \( E_0 \). Suppose that we have a state close to the ground-state, but with some small error. Since the eigenstates of the Hamiltonian form a complete set, the error can be expanded as a linear combination of the excited eigenstates. The whole state can thus be written as

\[ |\Psi\rangle = |\Psi_0\rangle + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle \]  
(2.47)
where
\[ \hat{H} |\Psi_n\rangle = E_n |\Psi_n\rangle. \]  
(2.48)

We now calculate the value of \( E[\Psi] \):

\[ E[\Psi] = \frac{\langle \Psi | \hat{H} | \Psi \rangle}{\langle \Psi | \Psi \rangle} \]

\[ = \frac{\langle \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle | \hat{H} | \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle \rangle}{\langle \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle | \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle \rangle} \]

\[ = \frac{\langle \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle | E_0 |\Psi_0 + \sum_{n=1}^{\infty} c_n | E_n |\Psi_n\rangle \rangle}{\langle \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle | \Psi_0 + \sum_{n=1}^{\infty} c_n |\Psi_n\rangle \rangle} \]

\[ = \frac{E_0 + \sum_{n=1}^{\infty} |c_n|^2 E_n}{1 + \sum_{n=1}^{\infty} |c_n|^2} \]

\[ = E_0 + \sum_{n=1}^{\infty} |c_n|^2 (E_n - E_0) + O \left( |c_n|^4 \right). \]  
(2.49)
By definition, $E_n > E_0$ for $n \geq 1$, so that we note two points:

- $E|\Psi| \geq E_0$, with equality only when $|\Psi\rangle = |\Psi_0\rangle$ (i.e. $c_n = 0$ for $n \geq 1$),

- the error in the estimate of $E_0$ is second-order in the error in the wave-function (i.e. $c_n$).

The importance of such a variational principle is now clear. To calculate the ground-state energy $E_0$, we can minimise the functional $E|\Psi|$ with respect to all states $|\Psi\rangle$ which are antisymmetric under exchange of particles. The value of this functional gives an upper bound to the value of $E_0$, and even a relatively poor estimate of the ground-state wave-function gives a relatively good estimate of $E_0$. Eigenstates corresponding to excited states of the Hamiltonian can be found by minimising the functional with respect to states which are constructed to be orthogonal to all lower-lying states (which is usually achieved by considering the symmetries of the states) but in this work we will only ever be interested in the ground-state, and so there are no restrictions on the states other than antisymmetry.
Chapter 3

Quantum Mechanics of the Electron Gas

In chapter 2, we showed that the quantum mechanics of the electrons and nuclei which make up real systems can be simplified using the Born-Oppenheimer approximation to separate the motion of the nuclei and electrons. It is therefore possible to treat the nuclei as stationary and reduce the problem to that of a gas of interacting electrons moving in a static external potential due to the nuclei. We also showed that the many-electron wave-function must be antisymmetric under exchange of particles, and outlined the powerful variational method for finding the energy eigenvalues of the Hamiltonian.

In this chapter, we will first show how the problem of finding the ground-state energy can be simplified considerably by the use of density-functional theory, in which the electronic density, rather than the many-electron wave-function, plays the central rôle. Furthermore, it is possible to make a mapping from the system of interacting electrons to a fictitious system of non-interacting particles which has the same ground-state density. Thus the difficult interacting problem can be transformed into a simpler non-interacting problem. We will outline the local density approximation for the effects of exchange and correlation, which allows the theorems of density-functional theory to be applied, and gives surprisingly good results.

Exploiting these results, we will then describe the treatment of periodic systems, and conclude the chapter with a discussion of the pseudopotential approximation which eliminates the core electrons and strong nuclear Coulomb potential from the problem.
3.1 Density-functional theory

In this section we will describe the remarkable theorems of density-functional theory (DFT) which allow us to find ground-state properties of a system without dealing directly with the many-electron state $|\Psi\rangle$. We deal with a system of $N$ electrons moving in a static potential, and adopt a conventional normalisation in which $\langle \Psi | \Psi \rangle = N$.

3.1.1 The Hohenberg-Kohn theorems

As a result of the Born-Oppenheimer approximation, the Coulomb potential arising from the nuclei is treated as a static external potential $V_{\text{ext}}(r)$:

$$V_{\text{ext}}(r) = -\sum_{\alpha} \frac{Z_{\alpha}}{|r - r_{\alpha}|}. \quad (3.1)$$

We define the remainder of the electronic Hamiltonian given in (2.19) as $\hat{F}$:

$$\hat{F} = -\frac{1}{2} \sum_{i} \nabla_{i}^{2} + \frac{1}{2} \sum_{i} \sum_{j \neq i} \frac{1}{|r_{i} - r_{j}|}$$

such that $\hat{H} = \hat{F} + \hat{V}_{\text{ext}}$ where

$$\hat{V}_{\text{ext}} = \sum_{i} V_{\text{ext}}(r_{i}). \quad (3.3)$$

$\hat{F}$ is the same for all $N$-electron systems, so that the Hamiltonian, and hence the ground-state $|\Psi_{0}\rangle$, are completely determined by $N$ and $V_{\text{ext}}(r)$. The ground-state $|\Psi_{0}\rangle$ for this Hamiltonian gives rise to a ground-state electronic density $n_{0}(r)$

$$n_{0}(r) = \langle \Psi_{0} | \hat{n} | \Psi_{0} \rangle = \int \prod_{i=2}^{N} dr_{i} \left| \Psi_{0}(r, r_{2}, r_{3}, \ldots, r_{N}) \right|^{2}. \quad (3.4)$$

Thus the ground-state $|\Psi_{0}\rangle$ and density $n_{0}(r)$ are both functionals of the number of electrons $N$ and the external potential $V_{\text{ext}}(r)$. Density-functional theory, introduced in 1964 by Hohenberg and Kohn [16], makes two remarkable statements.

- The external potential $V_{\text{ext}}(r)$ is uniquely determined by the corresponding ground-state electronic density, to within an additive constant.

Proof by reductio ad absurdum: assume that a second different external potential $V'_{\text{ext}}(r)$ with ground-state $|\Psi'_{0}\rangle$ gives rise to the same density $n_{0}(r)$. The ground-state energies are $E_{0} = \langle \Psi_{0} | \hat{H} | \Psi_{0} \rangle$ and $E'_{0} = \langle \Psi'_{0} | \hat{H}' | \Psi'_{0} \rangle$ where $\hat{H} = \hat{F} + \hat{V}_{\text{ext}}$ and $\hat{H}' = \hat{F} + \hat{V}'_{\text{ext}}$. Taking $|\Psi'_{0}\rangle$ as a trial wave-function for the Hamiltonian $\hat{H}$, we obtain
the strict inequality

\[ E_0 < \langle \Psi'_0 | \hat{H} | \Psi'_0 \rangle = \langle \Psi'_0 | \hat{H}' | \Psi'_0 \rangle + \langle \Psi'_0 | \left( \hat{H} - \hat{H}' \right) | \Psi'_0 \rangle \]

\[ = E'_0 + \int \mathrm{d} \mathbf{r} \ n_0(\mathbf{r}) \left[ V_{\text{ext}}(\mathbf{r}) - V'_{\text{ext}}(\mathbf{r}) \right], \tag{3.5} \]

whereas taking \( |\Psi_0\rangle \) as a trial wave-function for \( \hat{H}' \) gives

\[ E'_0 < \langle \Psi_0 | \hat{H}' | \Psi_0 \rangle = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle + \langle \Psi_0 | \left( \hat{H}' - \hat{H} \right) | \Psi_0 \rangle \]

\[ = E_0 - \int \mathrm{d} \mathbf{r} \ n_0(\mathbf{r}) \left[ V_{\text{ext}}(\mathbf{r}) - V'_{\text{ext}}(\mathbf{r}) \right] \tag{3.6} \]

and adding these two equations together results in the contradiction

\[ E_0 + E'_0 < E_0 + E'_0. \]

Thus, at least in principle, the ground-state density determines (to within a constant) the external potential of the Schrödinger equation of which it is a solution. The external potential and number of electrons \( N = \int \mathrm{d} \mathbf{r} \ n_0(\mathbf{r}) \) determine all the ground-state properties of the system since the Hamiltonian and ground-state wave-function are determined by them.

So for all densities \( n(\mathbf{r}) \) which are ground-state densities for some external potential \((\nu\text{-representable})\) the functional \( F[n] = \langle \Psi | \hat{F} | \Psi \rangle \) is unique and well-defined, since \( n(\mathbf{r}) \) determines the external potential and \( N \) (and therefore \( \hat{F} \)) and thence \( |\Psi\rangle \).

Now a functional for an arbitrary external potential \( V(\mathbf{r}) \) unrelated to the \( V_{\text{ext}}(\mathbf{r}) \) determined by \( n(\mathbf{r}) \) can be defined:

\[ E_V[n] = F[n] + \int \mathrm{d} \mathbf{r} \ V(\mathbf{r}) n(\mathbf{r}). \tag{3.7} \]

- For all \( \nu \text{-representable} \) densities \( n(\mathbf{r}) \), \( E_V[n] \geq E_0 \) where \( E_0 \) is now the ground-state energy for \( N \) electrons in the external potential \( V(\mathbf{r}) \).

Proof of this energy variational principle: by the first theorem, a given \( n(\mathbf{r}) \) determines its own external potential \( V_{\text{ext}}(\mathbf{r}) \) and ground-state \( |\Psi\rangle \). If this state is used as a trial state for the Hamiltonian with external potential \( V(\mathbf{r}) \), we have

\[ \langle \Psi | \hat{H} | \Psi \rangle = \langle \Psi | \hat{F} | \Psi \rangle + \langle \Psi | \hat{V} | \Psi \rangle = F[n] + \int \mathrm{d} \mathbf{r} \ V(\mathbf{r}) n(\mathbf{r}) = E_V[n] \geq E_0 \tag{3.8} \]

by the variational principle. For non-degenerate ground-states, equality only holds if \( |\Psi\rangle \) is the ground-state for potential \( V(\mathbf{r}) \).
Thus the problem of solving the Schrödinger equation for non-degenerate ground-states can be recast into a variational problem of minimizing the functional $E_V[n]$ with respect to $\nu$-representable densities. It should be noted that simple counter-examples of $\nu$-representable densities have been found [17–19], but this restriction and the non-degeneracy requirement are overcome by the constrained search formulation.

### 3.1.2 The constrained search formulation

Following Levy [20,21] we define a functional of the density $n(r)$ for the operator $\hat{F}$ (defined above) as:

$$F[n] = \min_{|\Psi\rangle \rightarrow n} \langle \Psi | \hat{F} | \Psi \rangle$$

(3.9)

i.e. the functional takes the minimum value of the expectation value with respect to all states $|\Psi\rangle$ which give the density $n(r)$. For a system with external potential $V(r)$ and ground-state $|\Psi_0\rangle$ with energy $E_0$, consider a state $|\Psi_{[n]}\rangle$, an $N$-electron state which yields density $n(r)$ and minimises $F[n]$. Define $E_V[n]$ as:

$$E_V[n] = F[n] + \int dr \ n(r)V(r) = \langle \Psi_{[n]} | (\hat{F} + \hat{V}) | \Psi_{[n]} \rangle$$

(3.10)

but since $\hat{H} = \hat{F} + \hat{V}$, by the variational principle we obtain

$$E_V[n] \geq E_0$$

(3.11)

with equality only if $|\Psi_{[n]}\rangle = |\Psi_0\rangle$. This holds for all densities which can be obtained from an $N$-electron wave-function ($N$-representable). But from the definition of $F[n]$ (3.9) we must also have

$$F[n_0] \leq \langle \Psi_0 | \hat{F} | \Psi_0 \rangle$$

(3.12)

since $|\Psi_0\rangle$ must be one of states which yields $n_0(r)$. Adding $\int dr \ n_0(r)V(r)$ gives

$$E_V[n_0] \leq E_0$$

(3.13)

which when combined with (3.11) gives the desired result that $E_V[n] \geq E_V[n_0] = E_0$.

Thus the ground-state density $n_0(r)$ minimises the functional $E_V[n]$ and the minimum value is the ground-state electronic energy. Note that the requirement for non-degeneracy of the ground-state has disappeared, and further that instead of considering only $\nu$-representable densities, we can now consider $N$-representable densities. The requirements of $N$-representability are much weaker and satisfied by any well-behaved density,
indeed the only condition [22] is proper differentiability i.e. that the quantity

$$\int \text{d}r \left| \nabla n^z(r) \right|^2$$

is real and finite.

### 3.1.3 Exchange and correlation

The remarkable results of density-functional theory are the existence of the universal functional $F[n]$, which is independent of the external potential, and that instead of dealing with a function of $3N$ variables (the many-electron wave-function) we can instead deal with a function of only three variables (the density). The complexity of the problem has thus been much reduced, and we note here that this complexity now scales linearly with system-size $N$, so that quantum-mechanical calculations based on density-functional theory can in principle be performed with an effort which scales linearly with system-size.

The exact form of the universal functional $F[n]$ is unknown. The Thomas-Fermi functional [23–25]

$$F_{\text{TF}}[n] = \frac{3}{10} \left(3\pi^2\right)^{\frac{2}{3}} \int \text{d}r \ n^\frac{2}{3}(r) + \frac{1}{2} \int \text{d}r \ \text{d}r' \ \frac{n(r)n(r')}{|r-r'|}$$

(3.14)

can, with hindsight, be viewed as a tentative approximation to this universal functional, but fails to provide even qualitatively correct predictions for systems other than isolated atoms [26,27] although recent, more accurate developments [28–32] have led to the implementation of linear-scaling orbital-free methods for nearly-free electron metals.

The failure to find accurate expressions for the density-functional is a result of the complexity of the many-body problem which is at the heart of the definition of the universal functional. For the electron gas, a system of many interacting particles, the effects of exchange and correlation are crucial to an accurate description of its behaviour. In a non-interacting system, the antisymmetry of the wave-function requires that particles with the same spin occupy distinct orthogonal orbitals, and this results in the particles becoming spatially separated. In an interacting system such as the electron gas in which all the particles repel each other, exchange will thus lead to a lowering of the energy. Moreover, the interactions cause the motion of the particles to become correlated to further reduce the energy of interaction. Thus it is impossible to treat the electrons as independent particles. These effects are completely neglected by the Thomas-Fermi model, and must in part account for its failure, the other source of error being the local approximation for the kinetic energy.
3.1.4 The Kohn-Sham equations

In order to take advantage of the power of DFT without sacrificing accuracy (i.e. including exchange and correlation effects) we follow the method of Kohn and Sham \([33]\) to map the problem of the system of interacting electrons onto a fictitious system of non-interacting “electrons”. We write the variational problem for the Hohenberg-Kohn density-functional, introducing a Lagrange multiplier \(\mu\) to constrain the number of electrons to be \(N\):

\[
\delta \left[ F[n] + \int dr \ V_{\text{ext}}(r)n(r) - \mu \left( \int dr \ n(r) - N \right) \right] = 0. \tag{3.15}
\]

Kohn and Sham separated \(F[n]\) into three parts

\[
F[n] = T_s[n] + \frac{1}{2} \int dr \ dr' \ \frac{n(r)n(r')}{|r - r'|} + E_{\text{xc}}[n] \tag{3.16}
\]

in which \(T_s[n]\) is defined as the kinetic energy of a non-interacting gas with density \(n(r)\) (not the same as that of the interacting system, although we might hope that the two quantities were of the same order of magnitude), the second term is the classical electrostatic (Hartree) energy and the final term is an implicit definition of the exchange-correlation energy which contains the non-classical electrostatic interaction energy and the difference between the kinetic energies of the interacting and non-interacting systems. The aim of this separation is that the first two terms can be dealt with simply, and the last term, which contains the effects of the complex behaviour, is a small fraction of the total energy and can be approximated surprisingly well.

Using this separation, equation 3.15 can be rewritten:

\[
\frac{\delta T_s[n]}{\delta n(r)} + V_{\text{KS}}(r) = \mu \tag{3.17}
\]

in which the Kohn-Sham potential \(V_{\text{KS}}(r)\) is given by

\[
V_{\text{KS}}(r) = \int dr' \ \frac{n(r')}{|r - r'|} + V_{\text{xc}}(r) + V_{\text{ext}}(r) \tag{3.18}
\]

and the exchange-correlation potential \(V_{\text{xc}}(r)\) is

\[
V_{\text{xc}}(r) = \frac{\delta E_{\text{xc}}[n]}{\delta n(r)}. \tag{3.19}
\]

The crucial point to note here is that equation 3.17 is precisely the same equation which would be obtained for a non-interacting system of particles moving in an external potential \(V_{\text{KS}}(r)\). To find the ground-state density \(n_0(r)\) for this non-interacting system we simply
solve the one-electron Schrödinger equations;

$$\left[-\frac{1}{2}\nabla^2 + V_{KS}(r)\right] \psi_i(r) = \varepsilon_i \psi_i(r)$$  \hspace{1cm} (3.20)

for 1/2\textit{N} single-particle states\(^1\) \(\left|\psi_i\right\rangle\) with energies \(\varepsilon_i\), constructing the density from

$$n(r) = 2 \sum_{i=1}^{N/2} \left|\psi_i(r)\right|^2$$  \hspace{1cm} (3.21)

(the factor 2 is for spin degeneracy – we assume the orbitals are singly-occupied) and the non-interacting kinetic energy \(T_s[n]\) from

$$T_s[n] = -\sum_{i=1}^{N/2} \int dr \, \psi_i^*(r) \nabla^2 \psi_i(r).$$  \hspace{1cm} (3.22)

Since the Kohn-Sham potential \(V_{KS}(r)\) depends upon the density \(n(r)\) it is necessary to solve these equations self-consistently i.e. having made a guess for the form of the density, the Schrödinger equation is solved to obtain a set of orbitals \(\left\{\psi_i(r)\right\}\) from which a new density is constructed, and the process repeated until the input and output densities are the same. In practice there is no problem converging to the ground-state minimum because of the convex nature of the density-functional [34].

The energy of the non-interacting system, the sum of one-electron eigenvalues, is

$$2 \sum_{i=1}^{N/2} \varepsilon_i = T_s[n] + \int dr \, n(r)V_{KS}(r)$$

$$= T_s[n] + \int dr \, dr' \frac{n(r)n(r')}{|r-r'|} + \int dr \, n(r)V_{xc}(r) + \int dr \, n(r)V_{ext}(r)$$  \hspace{1cm} (3.23)

which, compared to the interacting system, double-counts the Hartree energy and over-counts the exchange-correlation energy so that the interacting energy is

$$E = 2 \sum_{i=1}^{N/2} \varepsilon_i - \frac{1}{2} \int dr \, dr' \frac{n(r)n(r')}{|r-r'|} - \int dr \, n(r)V_{xc}(r) + E_{xc}[n].$$  \hspace{1cm} (3.24)

Direct solution of the Schrödinger equation for the extended non-interacting orbitals \(\left\{\psi_i(r)\right\}\) requires a computational effort which scales as the cube of the system-size \(N\), due to the cost of diagonalising the Hamiltonian or orthogonalising the orbitals, whereas the original complexity of finding a minimum of the Hohenberg-Kohn functional only required an effort which scaled linearly with \(N\). Thus a linear-scaling method must modify this

\(^1\)Our restriction to non-spin-polarised systems requires that \(N\) be even.
The local density approximation

The results so far are exact, provided that the functional form of $E_{xc}[n]$ is known. The problem of determining the functional form of the universal Hohenberg-Kohn density functional has now been transferred to this one term, and therefore this term is not known exactly. Remarkably, it is possible to make simple approximations for the exchange-correlation energy which work extremely well, and the simplest of these, which is the approximation adopted in this work, is the local density approximation (LDA).

In the LDA, the contribution to the exchange-correlation energy from each infinitesimal volume in space, $d\mathbf{r}$, is taken to be the value it would have if the whole of space were filled with a homogeneous electron gas with the same density as is found in $d\mathbf{r}$ i.e.

$$E_{xc}[n] = \int d\mathbf{r} \: \epsilon_{xc}(n(\mathbf{r})) \: n(\mathbf{r})$$

where $\epsilon_{xc}(n(\mathbf{r}))$ is the exchange-correlation energy per electron in a homogeneous electron gas of density $n(\mathbf{r})$. The exchange-correlation potential $V_{xc}(\mathbf{r})$ then takes the form

$$V_{xc}(\mathbf{r}) = \frac{\delta E_{xc}[n]}{\delta n(\mathbf{r})} = \epsilon_{xc}(n(\mathbf{r})) + n(\mathbf{r}) \frac{d\epsilon_{xc}(n)}{dn} \bigg|_{n=n(\mathbf{r})} .$$

The exchange-correlation energy for the homogeneous electron gas has been calculated by Ceperley and Alder [35] using Monte Carlo methods and in this work we use a parameterisation by Perdew and Zunger [36]. The LDA is exact in the limit of slowly-varying densities, however, the density in systems of interest is generally rapidly varying, and the LDA would appear to be a crude approximation in these cases. Its use is justified a posteriori by its surprising success at predicting physical properties in real systems. This success may be due in part to the fact that the sum rule for the exchange-correlation hole, which must be obeyed by the real functional, is reproduced by the LDA [37]. We can connect the interacting and non-interacting systems using a variable coupling constant $\lambda$ which varies between 0 and 1. We replace the Coulomb interaction by

$$\frac{\lambda}{|\mathbf{r} - \mathbf{r}'|}$$

and vary $\lambda$ in the presence of an external potential $V_\lambda(\mathbf{r})$ so that the ground-state density
for all values of $\lambda$ is the same [38]. The Hamiltonian is therefore

$$\hat{H}_\lambda = -\frac{1}{2} \sum_i \nabla_i^2 + \frac{1}{2} \sum_{i\neq j} \frac{\lambda}{|r_i - r_j|} + \hat{V}_{\text{ext}} + \hat{V}_\lambda. \quad (3.27)$$

The exchange-correlation hole $n_{xc}(\mathbf{r}, \mathbf{r'})$ is then defined in terms of a coupling-constant integration of the pair correlation function $g(\mathbf{r}, \mathbf{r'}; \lambda)$ of the system with density $n(\mathbf{r})$ and scaled Coulomb interaction [39, 40];

$$n_{xc}(\mathbf{r}, \mathbf{r'}) = n(\mathbf{r'}) \int_0^1 d\lambda \left[ g(\mathbf{r}, \mathbf{r'}; \lambda) - 1 \right]. \quad (3.28)$$

The exchange-correlation energy can then be expressed in the form of a classical electrostatic interaction between the density $n(\mathbf{r})$ and the hole density $n_{xc}(\mathbf{r}, \mathbf{r'})$;

$$E_{xc}[n] = \frac{1}{2} \int d\mathbf{r} \int d\mathbf{r'} \frac{n(\mathbf{r}) n_{xc}(\mathbf{r}, \mathbf{r'})}{|\mathbf{r} - \mathbf{r'}|}. \quad (3.29)$$

The sum rule follows from the definition of the pair correlation function [41]

$$\int d\mathbf{r'} n_{xc}(\mathbf{r}, \mathbf{r'}) = -1, \quad (3.30)$$

which is interpreted by saying that the exchange-correlation hole excludes one electron as expected. It can also be shown that the exchange-correlation energy depends only weakly on the detailed shape of the exchange-correlation hole [42], and these two facts account, at least in part, for the success of the LDA. This view is supported by the fact that improvements to the LDA involving gradient expansions show no consistent improvement unless they enforce the sum rule obeyed by the LDA [43, 44].

### 3.2 Periodic systems

Exploiting the results of the previous section, we can now consider the motion of non-interacting particles in a static potential, which is described by the time-independent Schrödinger equation 3.20. In the study of bulk crystals, the system is infinite but periodic, and so it is necessary to be able to reduce this problem to the study of a finite system. This approach turns out to have several advantages so that it is often easiest to study even aperiodic systems by imposing some false periodicity. The system is contained within a supercell which is then replicated periodically throughout space (see figure 3.1). The supercell must be large enough so that the systems contained within each one, which in reality are isolated, do not interact significantly.
3.2.1 Bloch’s theorem

See [45] for a fuller discussion of the proof outlined here. We consider non-interacting particles moving in a static potential $V(\mathbf{r})$, which may be the Kohn-Sham effective potential $V_{KS}(\mathbf{r})$ (3.18). In a perfect crystal, the nuclei are arranged in a regular periodic array described by a set of Bravais lattice vectors $\{\mathbf{R}\}$. The system, being infinite, is invariant under translation by any of these lattice vectors, and in particular the potential is also periodic i.e.

$$V(\mathbf{r} + \mathbf{R}) = V(\mathbf{r})$$  \hspace{1cm} (3.31)

for all Bravais lattice vectors $\mathbf{R}$.

The Schrödinger equation which describes the motion of a single particle in this potential is

$$\hat{H}\psi = \left[-\frac{1}{2}\nabla^2 + V(\mathbf{r})\right]\psi = \varepsilon \psi$$  \hspace{1cm} (3.32)

and we define translation operators $\hat{T}_\mathbf{R}$ for each lattice vector $\mathbf{R}$ which act in the following manner on any function of position $f(\mathbf{r})$:

$$\hat{T}_\mathbf{R} f(\mathbf{r}) = f(\mathbf{r} + \mathbf{R}).$$  \hspace{1cm} (3.33)

Since the potential and hence the Hamiltonian are periodic i.e. $\hat{H}(\mathbf{r} + \mathbf{R}) = \hat{H}(\mathbf{r})$, these
operators commute with the translation operators:

\[ \hat{T}_R \hat{H}(\vec{r}) \psi(\vec{r}) = \hat{H}(\vec{r} + \vec{R}) \psi(\vec{r} + \vec{R}) = \hat{H}(\vec{r}) \psi(\vec{r} + \vec{R}) = \hat{H}(\vec{r}) \hat{T}_R \psi(\vec{r}) \]  

(3.34)
i.e. \( [\hat{H}, \hat{T}_R] = 0 \), and the translation operators commute with each other i.e. \( \hat{T}_R \hat{T}_{R'} = \hat{T}_{R'} \hat{T}_R = \hat{T}_{R+R'} \).

There must, therefore, exist a good quantum number corresponding to each lattice vector \( \vec{R} \), and it must also be possible to choose the eigenstates of the Hamiltonian to be simultaneous eigenstates of all the translation operators;

\[ \hat{H} |\psi\rangle = \varepsilon |\psi\rangle, \]  

(3.35)
\[ \hat{T}_R |\psi\rangle = c(\vec{R}) |\psi\rangle. \]  

(3.36)

From the commutation relations of the translation vectors it follows that the eigenvalues must satisfy

\[ c(\vec{R} + \vec{R}') = c(\vec{R}) c(\vec{R}'). \]  

(3.37)

We can define the eigenvalues for the three primitive lattice vectors \( \{a_i\} \) in terms of three complex numbers \( \{x_i\} \) by

\[ c(a_i) = \exp(2\pi ix_i). \]  

(3.38)

Since all lattice vectors can be expressed in the form \( \vec{R} = n_1 a_1 + n_2 a_2 + n_3 a_3 \), where the \( n_i \) are integers, it follows from equation 3.37 that

\[ c(\vec{R}) = c(a_1)^{n_1} c(a_2)^{n_2} c(a_3)^{n_3} \]  

(3.39)

which is equivalent to

\[ c(\vec{R}) = \exp(ik \cdot \vec{R}), \]  

(3.40)
\[ k = x_1 \vec{g}_1 + x_2 \vec{g}_2 + x_3 \vec{g}_3, \]  

(3.41)
where the \( \{\vec{g}_i\} \) are the reciprocal lattice vectors satisfying \( \vec{g}_i \cdot \vec{a}_j = 2\pi \delta_{ij} \), and the \( \{x_i\} \) are complex numbers in general.

Thus we have shown that

\[ \hat{T}_R \psi(\vec{r}) = \psi(\vec{r} + \vec{R}) = c(\vec{R}) \psi(\vec{r}) = \exp(ik \cdot \vec{R}) \psi(\vec{r}) \]  

(3.42)
which is one statement of Bloch’s theorem. Consider the function \( u(r) = \exp(-ik \cdot r) \psi(r) \).

\[
  u(r + R) = \exp(-ik \cdot (r + R)) \psi(r + R) = \exp(-ik \cdot r) \psi(r) = u(r)
\]  

(3.43)

i.e. the function \( u(r) \) also has the periodicity of the lattice, and so the wave-function \( \psi(r) \) can also be expressed as

\[
  \psi(r) = \exp(ik \cdot r) u(r),
\]

(3.44)

where \( u(r) \) is a strictly cell-periodic function i.e. \( u(r + R) = u(r) \).

We thus label the eigenstates of the Hamiltonian and the translation operators \( |\psi_{nk}\rangle \)

where \( n \) is the good quantum number labelling different eigenstates of the Hamiltonian with the same good quantum vector \( k \), related to the translational symmetry.

At this point we note that a periodic function can always be expressed as a Fourier series i.e.

\[
  u(r) = \sum_G \hat{u}_G \exp(iG \cdot r)
\]

(3.45)

where \( G \) is reciprocal lattice vector \( G = m_1g_1 + m_2g_2 + m_3g_3 \) and the \( m_i \) are integers. Thus the state \( |\psi_{nk}\rangle \) can be expressed as a linear combination of plane-waves:

\[
  \psi_{nk}(r) = \exp(ik \cdot r)u_{nk}(r) = \sum_G c_{nk}(G) \exp[i(k + G) \cdot r].
\]

(3.46)

(3.47)

Instead of having to solve for a wave-function over all of (infinite) space, the problem now becomes one of solving for wave-functions only within a single (super)cell, albeit with an infinite number of possible values for \( k \). In order to simplify the problem to manageable proportions, it is necessary to impose some boundary conditions on the wave-function, which restrict the allowed values of \( k \).

### 3.2.2 Brillouin zone sampling

We choose to model the infinite periodic system by a large number of primitive cells \( N_{\text{cells}} = N_1N_2N_3 \) stacked together, with \( N_i \) cells along the \( a_i \) direction, and we apply periodic or generalised Born-von Karman boundary conditions to the wave-functions, which can be interpreted by saying that a particle which leaves one surface of the crystal simultaneously enters the crystal at the opposite surface. In fact it can be shown [46] that the choice of boundary conditions does not affect the bulk properties of the system. This condition is
expressed mathematically as

$$\psi(\mathbf{r} + N_ia_i) = \psi(\mathbf{r}), \quad i = 1, 2, 3. \quad (3.48)$$

Applying Bloch's theorem (3.42) gives

$$\psi(\mathbf{r} + N_ia_i) = \exp(iN_ik \cdot a_i)\psi(\mathbf{r}) \quad (3.49)$$

so that the values of $k$ are restricted such that

$$\exp(iN_ik \cdot a_i) = \exp(2\pi iN_ix_i) = 1, \quad i = 1, 2, 3 \quad (3.50)$$

using equation 3.41. Therefore the values of the $\{x_i\}$ are required to be real and equal to

$$x_i = \frac{l_i}{N_i}, \quad i = 1, 2, 3 \quad (3.51)$$

where the $\{l_i\}$ are integers, so that the general allowed form for the Bloch wave-vectors $k$ is

$$k = \sum_{i=1}^{3} \frac{l_i}{N_i} g_i. \quad (3.52)$$

Taking the limit to the true infinite perfect crystal ($N_i \to \infty$) we see that there is still an infinite number of allowed $k$-vectors, but that they are now members of a countably infinite set. Furthermore, we see that $k$-vectors which differ only by a reciprocal lattice vector are in fact equivalent. Consider two such wave-vectors related by $k' = k + G$, then the corresponding Bloch states are also related by

$$\psi_{nk'}(\mathbf{r}) = \exp(ik' \cdot \mathbf{r})u_{nk'}(\mathbf{r}) = \exp(i\mathbf{k} \cdot \mathbf{r}) \exp(iG \cdot \mathbf{r}) \exp(ik' \cdot \mathbf{r}) \exp(iG \cdot \mathbf{r})$$

$$= \exp(i\mathbf{k} \cdot \mathbf{r}) \exp(iG \cdot \mathbf{r}) \exp(ik' \cdot \mathbf{r}) \exp(iG \cdot \mathbf{r}) \quad \exp(ik \cdot \mathbf{r}) = \psi_{nk}(\mathbf{r}). \quad (3.53)$$

Since the expression in square brackets on the first line is a cell-periodic function the whole expression is a valid Bloch wave-function with wave-vector $k$. Thus we can restrict our attention to those $k$-vectors which lie within the first Brillouin zone, that volume of reciprocal-space enclosing the origin which is bounded by the planes which perpendicularly bisect lines from the origin to surrounding lattice points.

The situation now is that for each allowed $k$-vector within the first Brillouin zone we must calculate the occupied Hamiltonian eigenstates in order to construct the density. However, the wave-functions and other properties such as Hamiltonian eigenvalues vary smoothly over the Brillouin zone [47] so that in practice only a finite set of points need to
be chosen, and methods for making efficient choices have been developed [48–53]. From
the calculation of the wave-functions at a certain set of \( \mathbf{k} \)-points, \( \mathbf{k} \cdot \mathbf{p} \) perturbation theory
[54, 55] can be used to approximate the wave-functions at other nearby \( \mathbf{k} \)-points.

In this work, we are interested in the behaviour of very large systems. The volume of
the Brillouin zone \( \Omega_{\text{BZ}} \) is related to the volume of the supercell \( \Omega_{\text{cell}} \) by

\[
\Omega_{\text{BZ}} = \frac{(2\pi)^3}{\Omega_{\text{cell}}}
\]  

so that for large systems, the Brillouin zone volume is very small and only a few \( \mathbf{k} \)-points
need to be considered to describe the variation across the Brillouin zone accurately. In this
work we therefore only calculate the wave-functions at the centre of the Brillouin zone,
\( \mathbf{k} = 0 \), known as the \( \Gamma \)-point. This has the added advantage that at this \( \mathbf{k} \)-point the
wave-functions can be chosen to be real (recall that there is always an arbitrary global
phase factor) without loss of generality.

### 3.3 The pseudopotential approximation

In this section we outline a further approximation which is based upon the observation
that the core electrons are relatively unaffected by the chemical environment of an atom.
Thus we assume that their (large) contribution to the total binding energy does not change
when isolated atoms are brought together to form a molecule or crystal. The actual energy
differences of interest are the changes in valence electron energies, and so if the binding
energy of the core electrons can be subtracted out, the valence electron energy change will
be a much larger fraction of the total binding energy, and hence much easier to calculate
accurately. We also note that the strong nuclear Coulomb potential and highly localised
core electron wave-functions are difficult to represent computationally.

Since the atomic wave-functions are eigenstates of the atomic Hamiltonian, they must
all be mutually orthogonal. Since the core states are localised in the vicinity of the nucleus,
the valence states must oscillate rapidly in this core region in order to maintain this orthog-
normality with the core electrons. This rapid oscillation results in a large kinetic energy for
the valence electrons in the core region, which roughly cancels the large potential energy
due to the strong Coulomb potential. Thus the valence electrons are much more weakly
bound than the core electrons.

It is therefore convenient to attempt to replace the strong Coulomb potential and core
electrons by an effective pseudopotential which is much weaker, and replace the valence elec-
tron wave-functions, which oscillate rapidly in the core region, by pseudo-wave-functions,
which vary smoothly in the core region [56, 57]. We outline two justifications for this
approximation below; for further details see [58] and also [59, 60] for recent reviews.
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**Figure 3.2:** Schematic diagram of the relationship between all-electron and pseudo-potentials and wave-functions.

### 3.3.1 Operator approach

Following the orthogonalised plane-waves approach [61], we consider an atom with Hamiltonian $\hat{H}$, core states $\{|\chi_n\rangle\}$ and core energy eigenvalues $\{E_n\}$ and focus on one valence state $|\psi\rangle$ with energy eigenvalue $E$. From these states we attempt to construct a smoother pseudo-state $|\varphi\rangle$ defined by

$$
|\psi\rangle = |\varphi\rangle + \sum_n a_n |\chi_n\rangle. \tag{3.55}
$$

The valence state must be orthogonal to all of the core states (which are of course mutually orthogonal) so that

$$
\langle \chi_m | \psi \rangle = 0 = \langle \chi_m | \varphi \rangle + a_m \tag{3.56}
$$

which fixes the expansion coefficients $\{a_n\}$. Thus

$$
|\psi\rangle = |\varphi\rangle - \sum_n |\chi_n\rangle \langle \chi_n | \varphi \rangle. \tag{3.57}
$$
Substituting this expression in the Schrödinger equation $\hat{H}\psi = E\psi$ gives

$$\hat{H}\phi - \sum_n E_n |\chi_n\rangle\langle \chi_n| \phi = E\phi - E \sum_n |\chi_n\rangle\langle \chi_n| \phi$$

which can be rearranged in the form

$$\hat{H}\phi + \sum_n (E - E_n) |\chi_n\rangle\langle \chi_n| \phi = E\phi$$

so that the smooth pseudo-state obeys a Schrödinger equation with an extra energy-dependent non-local potential $V_{nl}$:

$$\left[ \hat{H} + V_{nl} \right] \phi = E\phi$$

$$V_{nl} = \sum_n (E - E_n) |\chi_n\rangle\langle \chi_n|$$

The energy of the smooth state described by the pseudo-wave-function is the same as that of the original valence state. The additional potential $V_{nl}$, whose effect is localised in the core, is repulsive and will cancel part of the strong Coulomb potential so that the resulting sum is a weaker pseudopotential. Of course, once the atom interacts with others, the energies of the eigenstates will change, but if the core states are reasonably far from the valence states in energy (i.e. $\delta E \ll E - E_n$) then fixing $E$ in $V_{nl}$ to be the atomic valence eigenvalue is a reasonable approximation. In fact we would like to make the behaviour of the pseudopotential follow that of the real potential to first order in $E$, and this can be achieved by constructing a norm-conserving pseudopotential (see section 3.3.3).

### 3.3.2 Scattering approach

For a fuller discussion of the theory of scattering see [62]. Consider a plane-wave with wave-vector $\mathbf{k}$ scattering from some spherically-symmetric potential localised within a radius $r_c$ and centred at the origin. The incoming plane-wave can be decomposed into spherical-waves by the identity

$$\exp(i\mathbf{k} \cdot \mathbf{r}) = 4\pi \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} i^\ell j_\ell(kr)Y_{\ell m}^*(\hat{\mathbf{k}})Y_{\ell m}(\mathbf{r})$$

where $\hat{\mathbf{k}}$ denotes a unit vector in the direction of $\mathbf{k}$. These spherical- or partial-waves are then elastically scattered by the potential which introduces a phase-shift $\delta_\ell$, which is related to the logarithmic derivative of the exact radial solution for given $\ell$ and energy...
\[ E = \frac{1}{2} k^2 \] within the core, evaluated on the surface of the core region:

\[ L_\ell(E) = \left\{ \frac{d}{dr} \log[R_\ell(r, E)] \right\}_{r=r_c} = \frac{R'_\ell(r_c, E)}{R_\ell(r_c, E)} = k \frac{j'_\ell(kr_c) - \tan(\delta_\ell) n'_\ell(kr_c)}{j_\ell(kr_c) - \tan(\delta_\ell) n_\ell(kr_c)}. \quad (3.63) \]

\( j_\ell \) and \( n_\ell \) denote the spherical Bessel and von Neumann functions respectively, and the radial wave-function \( R_\ell(r, E) \) is related to the solution of the Schrödinger equation with angular momentum state determined by the good quantum numbers \( \ell \) and \( m \), and energy \( E \), within the core region, \( \psi_{\ell m}(r, E) \) by

\[ \psi_{\ell m}(r, E) = R_\ell(r, E)Y_{\ell m}(\hat{r}). \quad (3.64) \]

The phase-shifted spherical-waves can then be recombined to form the total scattered wave. We can define a reduced phase-shift \( \eta_\ell \) by

\[ \delta_\ell = n_\ell \pi + \eta_\ell \quad (3.65) \]

which has the same effect (the scattering amplitude depends on \( \exp(2i\delta_\ell) \) so that factors of \( \pi \) in \( \delta_\ell \) have no effect) and fix \( n_\ell \) by requiring \( \eta_\ell \) to lie in the interval \( 0 \leq \eta_\ell \leq \pi \). The integer \( n_\ell \) counts the number of radial nodes in \( R_\ell(r, E) \), two in the case of figure 3.2, and is thus equal to the number of core states with angular momentum \( \ell \).

The pseudopotential is then defined as the potential whose complete phase-shifts are the reduced shifts \( \eta_\ell \) so that the radial pseudo-wave-function has no nodes and thus the potential has no core states. The scattering effect of this potential is the same as the original potential. We note again the energy-dependence of the phase-shifts so that for a good approximation it will be necessary to match these phase-shifts to first order in the energy so that it is accurate over a reasonable range of energies, a property which results in good transferability of the pseudopotential i.e. it is accurate in a variety of different chemical environments. The non-local nature is also exhibited since different angular momentum states are scattered differently.

### 3.3.3 Norm conservation

The conditions of a good pseudopotential are that it reproduces the logarithmic derivative of the wave-function (and thus the phase-shifts) correctly for the isolated atom, and also that the variation of this quantity with respect to energy is the same to first order for pseudopotential and full potential\(^2\). Having replaced the full potential by a pseudopotential transferability since it includes self-consistent effects [63, 64].

\(^2\)The chemical hardness has been proposed as a quantity which gives a more reliable indication of pseudopotential transferability since it includes self-consistent effects [63, 64].
tial, we can once again solve the Schrödinger equation in the core region to obtain the pseudo-wave-function, with radial part $R_{\text{ps}}(r, E)$.

Pseudopotential generation has itself been the subject of a great deal of study in the past (see [65–73]) and in this work we have chosen to use those pseudopotentials generated by the method of Troullier and Martins [74]. With one notable exception [75], all of the recent methods have used norm-conservation to guarantee that the phase-shifts are correct to first order in the energy (correction to higher orders is also possible [76]).

Consider the following second-order ordinary differential equations which are eigenvalue equations for the same differential operator but with different eigenvalues:

$$
\begin{align*}
    y_1''(x) + p(x)y_1'(x) + q(x)y_1(x) &= \lambda_1 y_1(x) \\
    y_2''(x) + p(x)y_2'(x) + q(x)y_2(x) &= \lambda_2 y_2(x).
\end{align*}
$$

(3.66)

In the context of homogeneous differential equations, the quantity known as the Wronskian is defined by

$$
W(x) = y_1(x)y_2'(x) - y_2(x)y_1'(x)
$$

(3.67)

and can be calculated according to

$$
W(x) = W_0 \exp \left[ - \int^x dx' p(x') \right]
$$

(3.68)

in which the constant $W_0$ is arbitrary and of no consequence.

Following a similar analysis which leads to equation 3.68 for the quantity defined in equation 3.67 but for the functions which solve equations 3.66 we obtain

$$
W(x) = \left[ (\lambda_2 - \lambda_1) \int^x dx' y_1(x')y_2(x') \exp \left[ \int^x dx'' p(x'') \right] + W_0 \right] \exp \left[ - \int^x dx' p(x') \right]
$$

(3.69)

and note that the Wronskian can also be rewritten in terms of logarithmic derivatives:

$$
W(x) = y_1(x)y_2(x) \frac{d}{dx} \{ \log[y_2(x)] - \log[y_1(x)] \}.
$$

(3.70)

Using equations 3.69 and 3.70 in the case of the Schrödinger equation for the radial wave-function $R_{\ell}(r, E)$, by making the replacements

$$
x \rightarrow r \quad ; \quad p(x) \rightarrow \frac{2}{r} \quad ; \quad q(x) \rightarrow -2 \left[ V(r) + \frac{\ell(\ell + 1)}{r^2} \right] \quad ; \quad \lambda \rightarrow -2E,
$$
and using limits \(r = 0, r_c\) we obtain

\[
\left[ r^2 R_{\ell,1}(r) R_{\ell,2}(r) \frac{d}{dr} \left[ \log[R_{\ell,2}(r)] - \log[R_{\ell,1}(r)] \right] \right]_0^{r_c} = -2(E_2 - E_1) \int_0^{r_c} dr \, r^2 R_{\ell,1}(r) R_{\ell,2}(r).
\]

(3.71)

Rearranging, multiplying by \(-2\pi\) and noting that the lower limit on the left-hand side contributes nothing because of the \(r^2\) factor:

\[
-2\pi r_c^2 \frac{R_{\ell,1}(r_c) R_{\ell,2}(r_c)}{E_2 - E_1} \frac{d}{dr} \left[ \log[R_{\ell,2}(r)] - \log[R_{\ell,1}(r)] \right]_{r=r_c} = 4\pi \int_0^{r_c} dr \, r^2 R_{\ell,1}(r) R_{\ell,2}(r).
\]

(3.72)

Finally, taking the limit \(E_2 \to E_1\) so that \(R_{\ell,2}(r) \to R_{\ell,1}(r)\) and interpreting the left-hand side as a derivative with respect to energy we obtain the desired result:

\[
-2\pi r_c^2 \frac{R_{\ell,1}(r_c)}{E_2 - E_1} \frac{d}{dr} \left[ \log[R_{\ell}(r)] \right]_{r=r_c} = 4\pi \int_0^{r_c} dr \, r^2 R_{\ell}^2(r) \quad (3.73)
\]

i.e. the first energy-derivative of the logarithmic derivative evaluated at the core radius (and hence the phase-shift) is related directly to the norm of the radial wave-function within the core region. Thus if the pseudo-wave-function is norm-conserving such that

\[
4\pi \int_0^{r_c} dr \, r^2 R_{\ell}^2(r) = 4\pi \int_0^{r_c} dr \, r^2 R_{\ell,\text{ps}}^2(r)
\]

(3.74)

then the phase-shifts of the pseudopotential will be the same as those of the real potential to first order in energy, and this can be achieved by making the pseudo-wave-function identical to the original all-electron wave-function outside the core region.

### 3.3.4 Kleinman-Bylander representation

We have seen that it is necessary to use a non-local pseudopotential to accurately represent the combined effect of nucleus and core electrons, since different angular momentum states (partial waves) are scattered differently. In general we can express the non-local pseudopotential in *semi-local* form

\[
\hat{V}_{\text{ps}} = \hat{V}_{\text{loc}} + \sum_{\ell} \sum_{m=-\ell}^{\ell} |\ell m\rangle \delta \hat{V}_\ell(\ell m)
\]

(3.75)

in which \(|\ell m\rangle\) denotes the spherical harmonic \(Y_{\ell m}\). The choice of local potential \(\hat{V}_{\text{loc}}\) is arbitrary, but in general the sum over \(\ell\) is truncated at a small value (e.g. \(\ell = 2\)) so that the local part is required to represent the potential which acts on higher angular momentum components.
This semi-local form suffers from the disadvantage that it is computationally very expensive to use, since the number of matrix elements which need to be calculated scales as the square of the number of basis states, and this is generally too costly. In section 5.6.1 we will describe how this problem can be overcome analytically with a certain set of localised basis functions, but the most common solution, and one which we have also implemented for consistency, is to use the Kleinman-Bylander separable form \[ V_{KB} = V_{loc} + \sum_{\ell m} \frac{\delta \hat{V}_\ell \phi_{\ell m}}{\langle \phi_{\ell m} | \delta \hat{V}_\ell | \phi_{\ell m} \rangle} \] (3.76)

where $|\phi_{\ell m}\rangle$ is an eigenstate of the atomic pseudo-Hamiltonian. This operator acts on this reference state in an identical manner to the original semi-local operator $\hat{V}_{ps}$ so that it is conceptually well-justified, but now the number of projections which need to be performed scales only linearly with the number of basis states. This separable form can in fact be viewed as the first term of a complete series [78].
Chapter 4

Density-Matrix Formulation

Density-functional theory together with the pseudopotential approximation has established itself as the method of choice for performing large-scale \textit{ab initio} quantum-mechanical calculations. In particular, the fact that the kinetic energy operator is diagonal in momentum-space, that the Hartree and local pseudopotential contributions are straightforward to calculate in momentum-space, the development of fast Fourier transforms (FFTs) to efficiently switch between momentum-space and real-space and their natural relation to periodic boundary conditions (3.47) has led the plane-wave basis set and momentum-space formalism to become the most widely accepted method for performing such calculations [79, 80].

Efficient methods to solve the Kohn-Sham equations have been developed [81–83] which iteratively diagonalise the Hamiltonian. All of these plane-wave methods require a computational effort which scales as the cube of the system-size, and an amount of memory which scales as the square. Although these methods have made first-principles quantum-mechanical calculations available as a tool to a wide range of scientists in a variety of disciplines, this scaling ultimately limits the maximum system-size which can be treated now and in the near future, despite the rapid development of computer technology. A method which requires an effort and amount of memory which scales linearly with system-size would push the boundaries back much further, and so it is to the development of such a method that we now turn our attention.

There has been a great deal of success in developing linear-scaling tight-binding methods [84–88], but full density-functional methods have proved far more elusive. The first approach was the “divide and conquer” method [89–91] in which the large system is partitioned into overlapping subsystems. The original formulation divides the electronic density between these subsystems, solving for each in turn until self-consistency is reached. More recently, the density-matrix has been divided instead of the density [92] and these methods have been applied to large molecular systems [93, 94]. The recursion method [95, 96] has
been used in a linear-scaling scheme to determine the electronic density by calculating diagonal elements of the Green’s function [97]. Still other methods focus on the density of states, which could be used to obtain total energies by integrating up to the chemical potential [98–101].

As already mentioned, attempts to construct approximations for the density-functional itself have led to linear-scaling methods for metals [29,31,32]. Electronic structure methods suitable for metallic systems based upon the multiple scattering method have also been proposed [102–104].

The Fermi operator expansion method calculates the density-matrix at finite temperature in terms of a Chebychev expansion [105–108] or a rational representation [106,109–111]. The closely related kernel polynomial method [112,113] expands the zero temperature Fermi distribution by integrating an expansion of the delta function in which damping factors are used to suppress Gibbs oscillations.

One method related to the density-matrix schemes discussed next is based on a formulation of Kohn-Sham theory in terms of non-orthogonal localised orbitals [114]. A new energy functional of these localised orbitals which naturally leads to orthogonal orbitals at its minimum (which is the same as the ground-state minimum of the conventional functional) is introduced [115–121] and allows a linear-scaling method to be constructed, which has been used to study extended defects in silicon [122]. For a review of these methods and an explanation of their relationship to the density-matrix schemes, see [123].

The method most closely related to the approach introduced in this dissertation is the density-matrix minimisation method. The total energy is minimised with respect to the density-matrix and the purifying transformation (section 4.4.4) is used to impose the idempotency constraint [124–129].

In this chapter we introduce the concept of the density-matrix and show how it can be applied to the system of non-interacting particles in density-functional theory. We then show how a linear-scaling method results naturally from the short-ranged nature of the density-matrix in real-space, and discuss the constraints which must be imposed in order to find the ground-state.

4.1 The density-matrix

In section 2.1 we laid down the fundamental principles of quantum mechanics in terms of wave-functions and operators. In practice, however, we often do not know the precise quantum-mechanical state of the system, but have some statistical knowledge about the probabilities for the system being in one of a set of states (note that these probabilities are completely distinct from the probabilities which arise when a measurement is made). For
a fuller discussion of what follows, see [130].

Suppose that there is a set of orthonormal states \( \{|\psi_i\rangle\} \) for our system, and that the probabilities that the system is in each of these states are \( \{w_i\} \). The expectation value of an observable \( O \) is

\[
\langle O \rangle_{\text{stat}} = \sum_i w_i \langle \psi_i | \hat{O} | \psi_i \rangle
\]

which is a quantum and statistical average.

We define the density-operator as

\[
\hat{\rho} = \sum_i w_i | \psi_i \rangle \langle \psi_i | \tag{4.2}
\]

and introduce a complete set of basis states \( \{|\phi_j\rangle\} \), writing the \( \{|\psi_i\rangle\} \) as linear combinations:

\[
|\psi_i\rangle = \sum_j c_j^{(i)} | \phi_j \rangle. \tag{4.3}
\]

Expressed in terms of this basis, the expectation value becomes

\[
\langle O \rangle_{\text{stat}} = \sum_i w_i \sum_j c_j^{(i)*} \langle \phi_j | \hat{O} | \phi_k \rangle \sum_k c_k^{(i)} = \sum_j \sum_k \rho_{kj} O_{jk} = \text{Tr}(\rho O) \tag{4.4}
\]

in which the density-matrix \( \rho_{kj} \), the matrix representation of the density-operator in this basis, is defined by

\[
\rho_{kj} = \sum_i c_j^{(i)*} w_i c_k^{(i)} = \langle \phi_k | \hat{\rho} | \phi_j \rangle. \tag{4.5}
\]

The fact that the probabilities must sum to unity is expressed by the fact that the trace of the density-matrix is also unity i.e. \( \text{Tr}(\rho) = 1 \). A state of the system which corresponds to a single state-vector (i.e. when \( w_i = 1 \) and \( w_j = 0 \ \forall \ j \neq i \)) is known as a pure state and for such a state the density-matrix obeys a condition known as idempotency i.e. \( \rho^2 = \rho \) which is only obeyed by matrices whose eigenvalues are all zero or unity. The more general state introduced above is known as a mixed state and does not obey the idempotency condition. Other properties of the density-matrix are that it is Hermitian, and that in all representations the diagonal elements are always real and lie in the interval \([0, 1]\).
4.2 Partial occupation of the Kohn-Sham orbitals

In the Kohn-Sham scheme, the single-particle orbitals \{ |\psi_i\rangle \} were either empty or doubly occupied (two spin states). It will prove to be useful if we now generalise to include partial occupation [131] so that each orbital contains \( 2f_i \) electrons where \( 0 \leq f_i \leq 1 \). The electronic density is now defined as

\[
n(r) = 2 \sum_i f_i |\psi_i(r)|^2.
\]  

(4.6)

Following the constrained search formulation we now define a generalised non-interacting kinetic energy functional \( T_s^J[n] \) as

\[
T_s^J[n] = \min_{\{ f_i \}, \{ |\psi_i\rangle \} \rightarrow n} 2 \sum_i f_i \int dr \psi_i^*(r) \left( \frac{-\frac{1}{2} \nabla^2}{2} \right) \psi_i(r)
\]  

(4.7)

where the search is over all orthonormal orbitals \{ |\psi_i\rangle \} and occupation numbers \{ f_i \} which yield the density \( n(r) \) (which implies that \( 2 \sum_i f_i = N \)).

Janak’s functional is defined as

\[
E_v^J[\{ f_i \}, \{ |\psi_i\rangle \}] = 2 \sum_i f_i \int dr \psi_i^*(r) \left( \frac{-\frac{1}{2} \nabla^2}{2} \right) \psi_i(r) + E_H[n] + E_{xc}[n] + \int dr n(r)V_{\text{ext}}(r).
\]  

(4.8)

The minimisation is now performed with respect to both the occupation numbers \{ f_i \} and the orbitals \{ |\psi_i\rangle \}.

For a fixed set of occupation numbers, the Euler-Lagrange equations for the variation of the functional with respect to the orbitals again yield Schrödinger-like equations:

\[
\left[ -\frac{\frac{1}{2} f_i \nabla^2}{2} + V_{\text{KS}}(r) \right] \psi_i(r) = \lambda_i \psi_i(r)
\]  

(4.9)

in which we can identify \( \lambda_i = f_i \varepsilon_i \) to obtain the Kohn-Sham equations

\[
\left[ -\frac{\frac{1}{2} \nabla^2}{2} + V_{\text{KS}}(r) \right] \psi_i(r) = \varepsilon_i \psi_i(r).
\]  

(4.10)

Multiplying by \( \psi_i^*(r) \) and integrating gives

\[
\int dr \psi_i^*(r) \left( \frac{-\frac{1}{2} \nabla^2}{2} \right) \psi_i(r) + \int dr |\psi_i(r)|^2 V_{\text{KS}}(r) = \varepsilon_i.
\]  

(4.11)

We obtain the dependence of the energy functional on the occupation numbers by varying one of the \{ f_i \} while allowing the orbitals to relax (i.e. solving equations 4.6 and
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4.10 self-consistently. We define the kinetic energy for orbital \( i, t_i \), by

\[
t_i = \int \mathrm{d}r \, \psi_i^*(\mathbf{r}) \left( -\frac{1}{2} \nabla^2 \right) \psi_i(\mathbf{r})
\]  

(4.12)

in terms of which the generalised kinetic energy functional \( T^J_s[n] \) is

\[
T^J_s[n] = 2 \sum_i f_i \, t_i.
\]  

(4.13)

Then

\[
\frac{\partial E^J_V}{\partial f_i} = 2t_i + 2 \sum_j f_j \frac{\partial t_j}{\partial f_i} + 2 \int \mathrm{d}r \, V_{KS}(\mathbf{r}) \left( |\psi_i(\mathbf{r})|^2 + \sum_j f_j \frac{\partial |\psi_j(\mathbf{r})|^2}{\partial f_i} \right).
\]  

(4.14)

Using equation 4.11 we can rewrite the terms not involving a summation over orbitals:

\[
\frac{\partial E^J_V}{\partial f_i} = 2\varepsilon_i + 2 \sum_j f_j \left( \frac{\partial t_j}{\partial f_i} + \int \mathrm{d}r \, V_{KS}(\mathbf{r}) \frac{\partial |\psi_j(\mathbf{r})|^2}{\partial f_i} \right).
\]  

(4.15)

From the definition of \( t_j \) (4.12) we obtain

\[
\frac{\partial t_j}{\partial f_i} = \int \mathrm{d}r \left[ \frac{\partial \psi_j^*(\mathbf{r})}{\partial f_i} \left( -\frac{1}{2} \nabla^2 \right) \psi_j(\mathbf{r}) + \psi_j^*(\mathbf{r}) \left( -\frac{1}{2} \nabla^2 \right) \frac{\partial \psi_j(\mathbf{r})}{\partial f_i} \right].
\]  

(4.16)

Substituting this result in equation 4.15 we obtain for the second term on the right-hand side

\[
2 \sum_j f_j \int \mathrm{d}r \left[ \frac{\partial \psi_j^*(\mathbf{r})}{\partial f_i} \left( -\frac{1}{2} \nabla^2 + V_{KS}(\mathbf{r}) \right) \psi_j(\mathbf{r}) + \psi_j^*(\mathbf{r}) \left( -\frac{1}{2} \nabla^2 + V_{KS}(\mathbf{r}) \right) \frac{\partial \psi_j(\mathbf{r})}{\partial f_i} \right].
\]  

(4.17)

Now using equation 4.10 we find

\[
\frac{\partial E^J_V}{\partial f_i} = 2\varepsilon_i + 2 \sum_j f_j \varepsilon_j \frac{\partial}{\partial f_i} \int \mathrm{d}r |\psi_j(\mathbf{r})|^2.
\]  

(4.18)

The second term on the right-hand side vanishes since the orbitals are normalised and so the final result is that

\[
\frac{\partial E^J_V}{\partial f_i} = 2\varepsilon_i.
\]  

(4.19)

Variation of the functional subject to the constraint of constant electron number (i.e. unconstrained variation of \( E^J_V - \mu N \)) gives

\[
\delta [E^J_V - \mu N] = 2 \sum_i (\varepsilon_i - \mu) \delta f_i.
\]  

(4.20)
This generalised functional is not variational with respect to arbitrary variations in the occupation numbers [132]. Objections have been raised [133] to considering occupation numbers other than zero or one in zero-temperature density-functional theory, but the conclusion is still that at self-consistency, orbitals above the Fermi energy are unoccupied and orbitals below are fully occupied, and we recall that this state of affairs corresponds to an idempotent density-matrix.

If the occupation numbers are allowed to vary in the interval $[0, 1]$ we see that the lowest value of the generalised functional is obtained for the correct choice of occupation numbers outlined above. However, if the occupation numbers are allowed to vary outside this interval, this result no longer holds since the energy can be lowered by over-filling ($f_i \to \infty$) orbitals below the Fermi level, or negatively filling ($f_i \to -\infty$) orbitals above the Fermi level, while still keeping the sum of the occupation numbers correct. Constraining the occupation numbers to avoid these unphysical situations is discussed in section 4.4.

### 4.3 Density-matrix DFT

We consider a system with a set of orthonormalised orbitals $\{ |\psi_i\rangle \}$ and occupation numbers $\{ f_i \}$. The single-particle density-operator $\hat{\rho}$ is defined by

$$\hat{\rho} = \sum_i f_i |\psi_i\rangle \langle \psi_i|$$

and the density-matrix in the coordinate representation is

$$\rho(r, r') = \langle \psi | \hat{\rho} | \psi'\rangle = \sum_i f_i \psi_i(r) \psi_i^*(r').$$

The diagonal elements of the density-matrix are thus related to the electronic density by

$$n(r) = 2\rho(r, r)$$

and the generalised non-interacting kinetic energy is

$$T_s[n] = 2 \int dr' \left[ -\frac{1}{2} \nabla_r^2 \rho(r, r') \right]_{r = r'}.$$ 

This expression can be written as a trace of the density-matrix and the matrix elements of the kinetic energy operator $\hat{T} = -\frac{1}{2} \nabla^2$ i.e. $T_s[n] = 2\text{Tr}(\rho \hat{T})$. Similarly, for the energy of interaction of the electrons with the external (pseudo-) potential

$$E_{ps} = 2 \int dr \, dr' \, V_{ps}(r', r) \rho(r, r') = 2\text{Tr}(\rho V_{ps})$$
where \( V_{ps}(r', r) = \langle r'|V_{ps}|r \rangle \). The definitions of the Hartree and exchange-correlation energies in terms of the electronic density (now defined in terms of the density-matrix by equation 4.23) remain unchanged. Thus we can express the total energy of both interacting and non-interacting systems in terms of the density-matrix. By minimising the energy with respect to the density-matrix (subject to appropriate constraints to be discussed) we can thus find the ground-state properties of the system.

### 4.4 Constraints on the density-matrix

#### 4.4.1 Trace

From the definitions so far, the trace of the density-matrix is defined to be

\[
2 \text{Tr}(\rho) = 2 \int d\mathbf{r} \, \rho(\mathbf{r}, \mathbf{r}) = \int d\mathbf{r} \, n(\mathbf{r}) = N. \tag{4.26}
\]

This constraint may be applied explicitly, which is a simple matter given that this is a linear constraint, or we may prefer to make the Legendre transform to the zero-temperature grand canonical ensemble and work at fixed chemical potential and variable electron number, minimising the grand potential \( \Omega = E - \mu N \) rather than the total energy \( E \). For insulators, it is sufficient for the chemical potential \( \mu \) to be between the energies of the highest occupied and lowest unoccupied states.

#### 4.4.2 Idempotency

The self-consistent ground-state density-matrix must display the property of idempotency i.e. \( \rho^2 = \rho \). Unless the eigenvalues of the density-matrix (occupation numbers) remain in the interval \([0, 1]\) the density-matrix will follow unphysical “run-away” solutions. Unfortunately it is not possible to work directly with the eigenvalues of the density-matrix\(^1\) to constrain them to lie in this interval and together with the non-linearity of the idempotency condition, this constraint turns out to be the major problem to be tackled. We briefly outline three ways in which this constraint can be dealt with. The first two of these are related and all three are described in [134] in the context of Hartree-Fock calculations.

If we are considering \( m \) orbitals in our scheme, then the density-matrix in the representation of those orbitals, or of a linear combination of those orbitals, is an Hermitian \( m \times m \) matrix of rank \( n = \frac{1}{2}N \). The factorisation property of idempotent density-matrices

---

\(^1\)The computational cost of diagonalising a sparse density-matrix scales as the square of the system-size.
is that an idempotent matrix \( P \) may always be written

\[
P = TT^\dagger
\]

(4.27)

where \( T \) is an \( m \times n \) matrix whose columns are orthonormal i.e.

\[
T^\dagger T = 1_n
\]

(4.28)

in which \( 1_n \) denotes the \( n \times n \) identity matrix.

Any Hermitian matrix can be diagonalised by some unitary matrix \( U \) such that the diagonal matrix \( \tilde{P} \) is

\[
\tilde{P} = U^\dagger PU.
\]

(4.29)

As already observed, the property \( P^2 = P \) implies \( \tilde{P}^2 = \tilde{P} \) so that each diagonal element (eigenvalue) is zero or one. The rank of \( P \) is unchanged by the unitary transformation so that \( \tilde{P} \) has \( n \) 1’s and \( (m - n) \) 0’s on its diagonal. In this case,

\[
P = U\tilde{P}U^\dagger = U\tilde{P}^2U^\dagger = U\tilde{P}U^\dagger U\tilde{P}U^\dagger = TT^\dagger
\]

(4.30)

in which \( T \) is an \( m \times n \) rectangular matrix whose \( n \) columns are selected from those of \( U \). These columns possess the required orthonormality from the unitary property of \( U \) and the proof of the factorisation property is complete.

We also note that expressing the density-matrix in this way guarantees that it is positive semi-definite

\[
\tilde{P}_{ij} = \sum_k (U^\dagger T)_{ik}(U^\dagger T)^{\dagger}_{kj} = \sum_k (U^\dagger T)_{ik}(U^\dagger T)^*_{jk}
\]

(4.31)

so that the eigenvalues are (no summation convention)

\[
\tilde{P}_{ii} = \sum_k \left|(U^\dagger T)_{ik}\right|^2 \geq 0.
\]

(4.32)

### 4.4.3 Penalty functional

Consider a matrix \( R_0 \) which is not idempotent i.e. \( R_0^2 \neq R_0 \). To make it so, we need to reduce the matrix \( (R_0^2 - R_0) \) to zero, which can be achieved by minimising the (positive semi-definite) scalar quantity \( \text{Tr}[(R_0^2 - R_0)^2] \), whose minimum value is zero, with respect to the individual elements. Since

\[
\frac{\partial \text{Tr}[(R_0^2 - R_0)^2]}{\partial (R_0)_{ij}} = [2R_0(R_0 - 1)(2R_0 - 1)]_{ji},
\]

(4.33)
this can be achieved by using the right-hand side of this equation as a search direction in a steepest descents or conjugate gradients scheme. This results in a rapidly convergent (second order) sequence $R_0, R_1, R_2$ etc. which in the steepest descents method is defined by

$$ R_{n+1} = R_n^2 (3 - 2R_n). \quad (4.34) $$

The limit $R_\infty$ is a strictly idempotent matrix close to $R_0$ in the sense that the separation

$$ \text{Tr} \left[ (R_\infty - R_0)^2 \right] \ll \text{Tr}(R_\infty) = n. \quad (4.35) $$

Kohn [135] has suggested the use of the square-root of this function as a penalty functional for the density-matrix:

$$ \mathcal{P} = \left[ \int dr \left( \rho^2 (1 - \rho)^2 \right) \right]^{\frac{1}{2}} \quad (4.36) $$

and has proved that the minimum of the functional

$$ 2\text{Tr}(\rho H_{KS}) - \mu N + \alpha \mathcal{P} $$

equals the ground-state grand potential (i.e. $\mathcal{P} = 0$) for some $\alpha > \alpha_c(\{\varepsilon_i\}; \mu)$. In particular,

$$ \alpha_c > 2 \left[ \sum_{i, \varepsilon_i \leq \mu} (\varepsilon_i - \mu)^2 \right]^{\frac{1}{2}} \quad (4.37) $$

although he does not prove that this is a lower bound. A practical scheme would increase the value of $\alpha$ until the minimum of the functional occurred for $\mathcal{P} = 0$, and this is discussed more fully in section 6.1.

### 4.4.4 Purifying transformation

We consider the result of one steepest descent step i.e. one iteration of equation 4.34 which allows us to write the density-matrix $\rho$ in terms of an auxiliary matrix $\sigma$ as

$$ \rho = 3\sigma^2 - 2\sigma^3. \quad (4.38) $$

The second order convergence is exhibited by

$$ \rho^2 - \rho = 4(\sigma^2 - \sigma)^3 - 3(\sigma^2 - \sigma)^2 \quad (4.39) $$
so that if $\sigma$ is a nearly idempotent matrix (in a manner to be defined below), then $\rho$ constructed from $\sigma$ by (4.38) is a more nearly idempotent matrix, with leading error second-order in the error of $\sigma$.

In the common diagonal representation of $\rho$ and $\sigma$ this relationship can be expressed in terms of the individual eigenvalues $\lambda_\rho$ and $\lambda_\sigma$:

$$
\lambda_\rho = 3\lambda_\sigma^2 - 2\lambda_\sigma^3.
$$

Thus as long as all of the eigenvalues of $\sigma$ lie in the interval $-\frac{1}{2} \leq \lambda_\sigma \leq \frac{3}{2}$ the eigenvalues of $\rho$ will lie in the interval $0 \leq \lambda_\rho \leq 1$ as required. If any of the eigenvalues of $\sigma$ lie outside the interval $[\frac{1-\sqrt{5}}{2}, \frac{1+\sqrt{5}}{2}]$, then $\rho$ as constructed by (4.38) will be less idempotent than $\sigma$, and this defines the meaning of "nearly idempotent" for $\sigma$. Run-away solutions are still possible when the purifying transformation is used to construct $\rho$, but at least there is now a metastable minimum at the ground-state, and variation of $\sigma$ will implicitly drive $\rho$ to idempotency.

### 4.4.5 Idempotency-preserving variations

Finally we consider the most general change which an idempotent $m \times m$ matrix of rank $n$ can suffer, while maintaining that idempotency. Using the factorisation property we write

**Figure 4.1:** Behaviour of eigenvalues under the purifying transformation.
$R = TT^\dagger$ and consider changes in $T$ i.e. $T \to T + \delta T$, where, without loss of generality,

$$\delta T = \Delta T$$  \hspace{1cm} (4.41)$$
in which $\Delta$ is an arbitrary non-singular $m \times m$ matrix. Now the density-matrix $R$ is a projection operator associated with an $n$-dimensional vector subspace $(\Gamma_R)$ spanned by the columns of $T$. Any vector $x$ may of course be uniquely decomposed into its components lying in the subspace $\Gamma_R$ and in the complementary subspace $\Gamma_{1-R}$:

$$x = x_R + x_{1-R}$$  \hspace{1cm} (4.42)$$
where

$$x_R = Rx,$$  \hspace{1cm} (4.43)$$
$$x_{1-R} = (1 - R)x.$$  \hspace{1cm} (4.44)$$

To define a new matrix $R$ it is sufficient to define a new $n$-dimensional subspace. Since any vector can be decomposed according to equation 4.42, including the columns of $T$, any new vector (of arbitrary length) can be formed by adding a vector lying completely outside $\Gamma_R$. $n$ arbitrary linearly-independent vectors of this kind are given by the columns of

$$\delta T = (1 - R)\Delta T$$  \hspace{1cm} (4.45)$$
in which the action of $(1 - R)$ is to project out the part of $\Delta T$ lying in $\Gamma_R$. So $T + \delta T$ with $\delta T$ defined by (4.45) defines a new subspace in a completely general way. However the columns of $T' = T + \delta T$ are no longer orthonormal and so it is necessary to orthonormalise the columns of $T'$ to obtain a new set $\tilde{T}$ which defines the new projection operator

$$R + \delta R = \tilde{T}\tilde{T}^\dagger.$$  \hspace{1cm} (4.46)$$

The metric associated with the vectors of $T'$ is the $m \times m$ matrix $M = T'^\dagger T'$ and so a convenient orthonormalisation is

$$\tilde{T} = T'M^{-\frac{1}{2}}.$$  \hspace{1cm} (4.47)$$
Defining $v = (1 - R)\Delta R$ we note the following relations, following from $T^\dagger T = 1$ and $TT^\dagger = R$.

$$T^\dagger R = T^\dagger(TT^\dagger) = (T^\dagger T)T^\dagger = T^\dagger$$  \hspace{1cm} (4.48)$$
$$RT = T$$  \hspace{1cm} (4.49)$$
Thus \( R + \delta R \)
\[
\begin{align*}
\hat{T}^\dagger \hat{T} &= T^\dagger M^{-\frac{1}{2}} (T^\dagger M^{-\frac{1}{2}})^\dagger = T^\dagger M^{-\frac{1}{2}} T^\dagger T^\dagger = T^\dagger (T^\dagger T^\dagger)^{-1} T^\dagger \\
&= [T + (1 - R) \Delta T] [(T + (1 - R) \Delta T)^\dagger (T + (1 - R) \Delta T)]^{-1} [T + (1 - R) \Delta T]^\dagger \\
&= (R + v) T [T^\dagger(1 + v^\dagger)(1 + v) T]^{-1} T^\dagger(R + v^\dagger) \\
&= (R + v) [1 + v^\dagger v]^{-1} (R + v^\dagger).
\end{align*}
\]
(4.52)

When \( \Delta \) represents a small change, then a convergent expansion for the inverse matrix in equation 4.52 can be used
\[
\begin{align*}
[1 + v^\dagger v]^{-1} &= \sum_{n=0}^{\infty} (-1)^n (v^\dagger v)^n \\
\end{align*}
\]
(4.53)

so to write down \( \delta R \) to any order
\[
\delta R = v + v^\dagger + (vv^\dagger - v^\dagger v) + \ldots
\]
(4.54)

By taking the expansion to first order only, we make the change \( \delta R \) linear in \( \Delta \) (which has certain advantages e.g. in implementing conjugate gradients) and see that this does indeed maintain idempotency to first order:
\[
\delta R = v + v^\dagger = (1 - R) \Delta R + R \Delta^\dagger(1 - R),
\]
(4.55)
\[
(R + \delta R)^2 - (R + \delta R) = (R^2 - R) + R\delta R + (\delta R)R + (\delta R)^2 - \delta R \\
= R(1 - R) \Delta R + R^2 \Delta^\dagger(1 - R) + (1 - R) \Delta R^2 + R\Delta(1 - R)R \\
- (1 - R) \Delta R - R \Delta^\dagger(1 - R) + (\delta R)^2 \\
= (R^2 - R) \Delta^\dagger(1 - R) + (1 - R) \Delta(R^2 - R) + (\delta R)^2 \\
= (\delta R)^2
\]
(4.56)

which vanishes to first order in \( \delta R \) as required. Thus if we have the ground-state density-matrix and consider making variations consistent with idempotency to first order as described here, then the energy must increase, and again some stability against the run-away solutions is obtained.
4.5 Requirements for linear-scaling methods

We have shown how it is possible to reformulate density-functional theory in terms of the single-particle density-matrix, and the constraints which must be obeyed by ground-state density-matrices. However, in the coordinate representation, we note that the density-matrix is a function of two position variables \( \rho(r, r') \) and thus contains an amount of information which scales as the square of the system-size (as of course it must since it contains all of the information in the Kohn-Sham orbitals, which are functions of one position but with the number of occupied orbitals also scaling linearly with system-size). To obtain a linear-scaling method, it is necessary to impose some further restrictions on the density-matrix.

4.5.1 Separability

In practice we do not wish to deal with a function of six variables (i.e. two three-dimensional positions). From the factorisation property of idempotent density-matrices, or the definition of the ground-state density-matrix in terms of the Kohn-Sham orbitals:

\[
\rho(r, r') = \sum_i \psi_i(r) f_i \psi_i^*(r'),
\]

we see that it is possible to consider separable density-matrices described in terms of some auxiliary orbitals. The general form of a separable density-matrix in terms of orbitals \( \{ \varphi_i \} \) is

\[
\rho(r, r') = \sum_{ij} \varphi_i(r) R_{ij} \varphi_j^*(r').
\]

Although it is not necessary for the auxiliary orbitals to be orthonormal, in the case when they are, we can consider this general form as simply a unitary transformation of the Kohn-Sham expression (4.58):

\[
\psi_i(r) = \sum_j \varphi_j(r) U_{ji}
\]

where \( U \) is the unitary matrix which diagonalises \( R \):

\[
f_i = (U^\dagger RU)_{ii} \quad \text{(no summation).}
\]

When the auxiliary orbitals are not orthonormal, then they can be viewed as a more general linear combination of the Kohn-Sham orbitals (involving both a unitary and Löwdin transformation) which is described in section 4.6. Whichever case applies, there is no loss of generality here as all idempotent matrices can always be expressed in this way, and these
are the density-matrices of interest to us.

### 4.5.2 Spatial localisation

Kohn [136] has proved that in one-dimensional systems with a gap, a set of exponentially decaying Wannier functions can be found in the tight-binding limit, and that this localisation is related to the square-root of the gap. His method is not easily generalised to higher numbers of dimensions, and so until recently the exact nature of the Wannier functions in general three-dimensional systems was unknown, although it was anticipated that they would decay exponentially [137-139]. More recent numerical and analytical studies of the localisation of the density-matrix showed the decay to be exponential and again related to the square-root of the gap [140,141], thus supporting the general validity of Kohn’s result.

Very recently, however, Ismail-Beigi and Arias [142] have argued that in the weak-binding limit the exponential decay varies linearly with the gap. What is now certain is that the Wannier functions and density-matrix decay exponentially in systems with a gap, and that this decay is more rapid in systems with larger gaps.

Wannier functions are simply a unitary transformation of Bloch wave-functions with respect to the complementary variables of Bloch wave-vector and lattice vector. Let $\psi_{nk}(r)$ be the normalised Bloch wave-function for the $n$th band with wave-vector $k$. Then the corresponding Wannier function for that band $w_{n\mathbf{R}}(r)$ is defined by [143]

$$w_{n\mathbf{R}}(r) = \left(\frac{\Omega_{\text{cell}}}{(2\pi)^3}\right)^{\frac{1}{2}} \int_{\text{BZ}} d\mathbf{k} \ \psi_{nk}(r) \exp(-i\mathbf{k} \cdot \mathbf{R})$$

and naturally the inverse relation holds:

$$\psi_{nk}(r) = \left(\frac{\Omega_{\text{cell}}}{(2\pi)^3}\right)^{\frac{1}{2}} \sum_{\mathbf{R}} w_{n\mathbf{R}}(r) \exp(i\mathbf{k} \cdot \mathbf{R}).$$

The properties of Wannier functions are that they are localised in different cells (labelled by lattice vector $\mathbf{R}$) and are orthonormal:

$$\int d\mathbf{r} \ w_{n\mathbf{R}}^*(\mathbf{r}) \ w_{n\mathbf{R'}}(\mathbf{r}) = \delta_{\mathbf{R}\mathbf{R'}}.$$  

The single-particle density-matrix in the case of full $\mathbf{k}$-point sampling $\varrho(\mathbf{r}, \mathbf{r}')$ is given by

$$\varrho(\mathbf{r}, \mathbf{r}') = \sum_i f_i \frac{1}{\Omega_{\text{BZ}}} \int d\mathbf{k} \ \psi_{ik}(\mathbf{r}) \psi_{ik}^*(\mathbf{r}')$$

(in which we have assumed that we are dealing with an insulator with completely full
or empty bands) which is a trace over wave-vector \( \mathbf{k} \) and thus invariant under unitary transformation so that it can also be written

\[
\rho(\mathbf{r}, \mathbf{r}') = \sum_i f_i \sum_\mathbf{R} w^*_i \mathbf{R}(\mathbf{r}) w_i \mathbf{R}(\mathbf{r}').
\]  

(4.66)

Thus if the Wannier function \( w_i \mathbf{R}(\mathbf{r}) \) is vanishing when \( |\mathbf{r} - \mathbf{R}| \) is large, then when \( |\mathbf{r} - \mathbf{r}'| \) is large the density-matrix must also vanish in the same way since it is impossible in that case for both \( |\mathbf{r} - \mathbf{R}| \) and \( |\mathbf{r}' - \mathbf{R}| \) to be small. Thus we expect that

\[
\rho(\mathbf{r}, \mathbf{r}') \to 0 \quad \text{as} \quad |\mathbf{r} - \mathbf{r}'| \to \infty
\]  

(4.67)

where at zero temperature the decay is exponential in insulators and algebraic in metals.

We can exploit this long-range behaviour to obtain a linear-scaling method: we introduce a spatial cut-off \( r_{\text{cut}} \) and require that the density-matrix be strictly zero when the separation of its arguments exceeds this cut-off;

\[
\rho(\mathbf{r}, \mathbf{r}') = 0, \quad |\mathbf{r} - \mathbf{r}'| > r_{\text{cut}},
\]  

(4.68)

so that the density-matrix now only contains an amount of information which scales linearly with system-size. Imposing this cut-off naturally restricts the variational freedom of the density-matrix, so it will be necessary to converge the ground-state energy with respect to this parameter in real calculations. Using the separable form above, we can impose this restriction by requiring the auxiliary orbitals to be localised in space (i.e. vanishing outside a certain region of space) and by making the matrix \( R \) sparse, so that elements of \( R \) corresponding to orbitals localised in regions separated by more than the spatial cut-off \( r_{\text{cut}} \) are automatically set to zero. The localised nature of the auxiliary orbitals requires a localised basis-set to describe them, and this is the subject of chapter 5.

### 4.6 Non-orthogonal orbitals

We conclude this chapter with a discussion about the representation of the density-matrix using non-orthogonal orbitals. We consider a set of non-orthogonal functions \( \{ \phi_\alpha(\mathbf{r}) \} \) which we denote \( \{ | \phi_\alpha \rangle \} \), and introduce their dual functions defined by

\[
| \phi^\alpha \rangle = | \phi_\beta \rangle S_{\beta \alpha}^{-1}
\]  

(4.69)
in which the summation convention is assumed and the matrix $S^{-1}$ is the inverse of the overlap matrix $S$ defined by

$$S_{\alpha\beta} = \langle \phi_\alpha | \phi_\beta \rangle = \int dr \, \phi_\alpha(r) \phi_\beta(r). \quad (4.70)$$

We have assumed from now on that we are only calculating wave-functions at the Γ-point and so can assume that everything is real. By construction, the dual states obey

$$\langle \phi^\alpha | \phi_\beta \rangle = \langle \phi_\alpha | \phi^\beta \rangle = \delta_\alpha^\beta \quad (4.71)$$

and the completeness relation is expressed as

$$|\phi^\alpha\rangle \langle \phi_\alpha| = |\phi_\alpha\rangle \langle \phi^\alpha| = |\phi_\alpha\rangle S^{-1}_{\alpha\beta} \langle \phi_\beta| = 1. \quad (4.72)$$

In general we will represent the density-matrix in the separable form

$$\rho(r, r') = \phi_\alpha(r) K^{\alpha\beta} \phi_\beta(r') \quad (4.73)$$

and note that the density-kernel $K^{\alpha\beta} \neq \langle \phi_\alpha | \bar{\rho} | \phi_\beta \rangle$ because of the non-orthogonality.

We can construct an orthonormalised set of orbitals $\{|\varphi_\alpha\rangle\}$ defined as linear combinations of the $\{|\phi_\alpha\rangle\}$ by the Löwdin transformation:

$$|\varphi_\alpha\rangle = |\phi_\beta\rangle S^{-\frac{1}{2}}_{\beta\alpha} \quad (4.74)$$

such that

$$\langle \varphi_\alpha | \varphi_\beta \rangle = S^{\frac{1}{2}}_{\alpha\gamma} \langle \phi_\gamma | \phi_\delta \rangle S^{\frac{1}{2}}_{\delta\beta} = S^{\frac{1}{2}}_{\alpha\gamma} S_{\gamma\beta} S^{\frac{1}{2}}_{\delta\beta} = \delta_{\alpha\beta}. \quad (4.75)$$

At the ground-state, these orthonormal orbitals $\{|\varphi_\alpha\rangle\}$ will be a unitary transformation of the Kohn-Sham orbitals $\{|\psi_i\rangle\}$, so that the density-kernel $\tilde{K}$ defined as the density-matrix in the representation of the orthonormalised orbitals $\{|\varphi_\alpha\rangle\}$,

$$\tilde{K}_{\alpha\beta} = \langle \varphi_\alpha | \bar{\rho} | \varphi_\beta \rangle, \quad (4.76)$$

can be diagonalised by a unitary transformation $U$ as described in section 4.5.1 i.e. $f_i = (U^\dagger \tilde{K} U)_{ii}$ (no summation convention). The following relationship also holds;

$$|\psi_i\rangle = |\varphi_\alpha\rangle U_{\alpha i}, \quad (4.77)$$

and the relationship between the non-orthogonal orbitals $\{|\phi_\alpha\rangle\}$ and the Kohn-Sham or-
bitals \{ | \psi_i \rangle \} is of the general form

\[ | \psi_i \rangle = | \varphi_\alpha \rangle U_{\alpha i} = | \phi_\beta \rangle S^{-\frac{1}{2}}_{\beta \alpha} U_{\alpha i} = | \phi_\beta \rangle V_{\beta i} \]  

(4.78)

where the matrix \( V = S^{-\frac{1}{2}}U \) and obeys

\[ V^\dagger V = U^\dagger S^{-1}U ; \]  

(4.79)

\[ V V^\dagger = S^{-1}. \]  

(4.80)

Using the completeness relation (4.72) we can now express the matrix \( K \) in terms of other quantities:

\[
\rho(r, r') = \phi_\alpha (r) K^{\alpha \beta} \phi_\beta (r') \\
= \langle r | \hat{\rho} | r' \rangle = \langle r | \phi_\alpha S^{-1}_{\alpha \gamma} \langle \phi_\gamma | \hat{\rho} | \phi_\delta \rangle S^{-1}_{\delta \beta} \langle \phi_\beta | r' \rangle \\
= \phi_\alpha (r) S^{-1}_{\alpha \gamma} \langle \phi_\gamma | \hat{\rho} | \phi_\delta \rangle S^{-1}_{\delta \beta} \phi_\beta (r')
\]  

(4.81)

so that

\[
K^{\alpha \beta} = S^{-1}_{\alpha \gamma} \langle \phi_\gamma | \hat{\rho} | \phi_\delta \rangle S^{-1}_{\delta \beta},
\]

(4.82)

\[
\langle \phi_\alpha | \hat{\rho} | \phi_\beta \rangle = (SKS)_{\alpha \beta}.
\]

(4.83)

In fact, the density-kernel \( K \) contains the matrix elements of the density-operator in the representation of the dual vectors of the non-orthogonal functions:

\[
K^{\alpha \beta} = S^{-1}_{\alpha \gamma} \langle \phi_\gamma | \hat{\rho} | \phi_\delta \rangle S^{-1}_{\delta \beta} = \langle \phi^\alpha | \hat{\rho} | \phi^\beta \rangle,
\]

(4.84)

hence the superscript notation.

If we wish to obtain the occupation numbers, we must diagonalise the matrix \( \tilde{K} \) which is given by

\[
\tilde{K}_{\alpha \beta} = \langle \varphi_\alpha | \hat{\rho} | \varphi_\beta \rangle \\
= \langle \varphi_\alpha | \phi_\gamma \rangle S^{-1}_{\gamma \delta} \langle \phi_\delta | \hat{\rho} | \phi_\epsilon \rangle S^{-1}_{\epsilon \zeta} \langle \phi_\zeta | \varphi_\beta \rangle \\
= S^{-\frac{1}{2}}_{\alpha \gamma} S^{-\frac{1}{2}}_{\gamma \delta} (SKS)_{\delta \epsilon} S^{-1}_{\epsilon \zeta} S^{-\frac{1}{2}}_{\zeta \beta} \\
= (S^{-\frac{1}{2}}_{\alpha \beta} KS^\frac{1}{2})_{\alpha \beta}.
\]

(4.85)

Thus the eigenvalues of \((S^{-\frac{1}{2}}_{\alpha \beta} KS^\frac{1}{2})\) are the occupation numbers.

At the ground-state, the density-operator and Hamiltonian commute, and thus both the Hamiltonian and the density-matrix can be diagonalised simultaneously. The Hamiltonian
is usually represented by its matrix elements in the representation of the non-orthogonal orbitals. Thus

$$H_{\alpha\beta} = \langle \phi_\alpha | \hat{H} | \phi_\beta \rangle$$

(4.86)

in contrast to the definition of $K$. In this case, to obtain the eigenvalues of the Hamiltonian $\{\varepsilon_i\}$ it is necessary to diagonalise the matrix $\hat{H}$

$$\hat{H}_{\alpha\beta} = \langle \varphi_\alpha | \hat{H} | \varphi_\beta \rangle$$

$$= \langle \varphi_\alpha | \hat{H} | \varphi_\gamma \rangle S_{\gamma\beta}^{-1} \langle \phi_\delta | \hat{H} | \phi_\zeta \rangle S_{\zeta\alpha}^{-1} \langle \varphi_\zeta | \varphi_\beta \rangle$$

$$= S_{\gamma\beta}^{\frac{1}{2}} S_{\zeta\alpha}^{-1} H_{\delta\zeta} S_{\zeta\alpha}^{-1} S_{\gamma\beta}^{\frac{1}{2}}$$

$$= (S^{-\frac{1}{2}} H S^{-\frac{1}{2}})_{\alpha\beta}$$

(4.87)

i.e. the eigenvalues of $(S^{-\frac{1}{2}} H S^{-\frac{1}{2}})$ are those of the Kohn-Sham Hamiltonian.

The advantage of representing the density-operator and Hamiltonian in different ways is that quantities such as the electron number and non-interacting energy can be expressed easily:

$$N = 2 \text{Tr}(K) = 2 \text{Tr}(KS)$$

(4.88)

$$E_{NI} = 2 \text{Tr}(K\hat{H}) = 2 \text{Tr}(KH)$$

(4.89)

since the factors of $S^{-\frac{1}{2}}$ and $S^{\frac{1}{2}}$ cancel.

In the language of tensor analysis, the functions $\{|\phi_\alpha\rangle\}$ are covariant vectors, and their duals the associated contravariant quantities. The overlap matrix $S_{\alpha\beta}$ plays the rôle of the metric tensor to convert between covariant and contravariant quantities. This is seen by verifying the relationship

$$S^{\alpha\beta} = S_{\alpha\beta}^{-1}.$$  

(4.90)

For the orthogonal functions $\{|\varphi_\alpha\rangle\}$, the metric tensor is the identity and so there is no distinction between covariant and contravariant quantities.

In a linear-scaling scheme we will not be able to access the eigenvalues directly, since although $H$ and $K$ are sparse, $\hat{H}$ and $\hat{K}$ need not be, and in any case, the effort to diagonalise even a sparse matrix is $O(N^2)$. However it is important to understand the different origins and rôles of these matrices in order to analyse the equations which result when we attempt to minimise the total energy to find the ground-state.
Chapter 5

Localised basis-set

One elegant and popular choice of basis in traditional calculations has been the plane-wave basis. However, because of the extended nature of these basis functions they cannot be used in linear-scaling calculations, and a different choice has to be made, in which the basis functions are localised in real-space. Gaussians [144] are a popular choice since many quantities can be calculated analytically [145], an advantage shared by the basis-set proposed here. Other choices include truncated atomic orbitals [146], B-splines or “blip” functions [147], wavelets [148] and real-space grids [149].

In this chapter we consider a localised spherical-wave basis set suitable for linear-scaling total-energy pseudopotential calculations. The basis-set is conveniently truncated using a single parameter, the kinetic energy cut-off used with the plane-wave basis. We present analytic results for the overlap integrals between any two basis functions centred on different sites, as well as for the kinetic energy matrix-elements which can, therefore, be evaluated accurately in real-space. Two methods for analytically performing the projection of the basis states onto angular momentum states required for the use of non-local pseudopotentials are also presented. This work has been published in [150].

5.1 Introduction

We present a set of localised functions which are related to the plane-wave basis set and share some of its attractive features. A significant problem associated with localised basis functions is that they are not in general orthogonal, so that as the size of the basis is increased, the overlap matrix becomes singular. We demonstrate that the basis functions introduced here are orthogonal, by construction, to others centred on the same site, and that the overlap matrix elements for functions centred on different sites can be calculated analytically, and hence evaluated efficiently and accurately when implemented computa-
tionally.

Another disadvantage of using basis functions localised in real-space arises in the calculation of the action of the kinetic energy operator. To take advantage of the localisation it is necessary to focus on real-space and calculate all quantities in that representation. However, since the kinetic energy operator is diagonal in reciprocal-space, the kinetic energy matrix elements are most naturally calculated in reciprocal-space. Methods to evaluate the kinetic energy using finite-difference schemes can be inaccurate when used with localised functions. It is particularly difficult to obtain accurate values for second derivatives in the vicinity of the support region boundaries so that this error is of the order of the surface area to volume ratio. For the one-centre integrals this is not significant, but for the two-centre integrals, the intersection of two spheres may have a large surface area to volume ratio and the error may therefore be large. Indeed, investigations show that the estimates of such integrals obtained by finite-differences may often be of the wrong sign! With the new choice of basis, the matrix-elements of the kinetic energy operator between any two functions can also be calculated analytically, thereby overcoming this problem.

One final advantage arises in the inclusion of non-local pseudopotentials which traditionally required significant computational effort. We present two methods of obtaining the matrix-elements of the non-local pseudopotential operator by performing the projection of the basis function onto a core angular momentum state analytically.

5.2 Origin of the basis functions

As described in section 3.3, in the pseudopotential approximation, the core electrons and strong ionic potential of the atom are replaced by a much weaker potential in which the remaining pseudo-valence electrons move. The pseudo-valence states no longer have to be orthogonal to lower-lying core states and hence are much smoother than the all-electron valence states in the core region and have less kinetic energy. Thus the pseudo-valence states can be accurately represented by a much smaller set of plane-wave basis functions than the all-electron states.

The plane-wave basis state \( \exp[i\mathbf{q} \cdot \mathbf{r}] \) is a solution of the Helmholtz equation (the time-independent free-electron Schrödinger equation)

\[
\left( \nabla^2 + q^2 \right) \psi(\mathbf{r}) = 0
\]

subject to periodic boundary conditions, with energy \( E = \frac{1}{2}q^2 \).

If instead we wish to localise the basis functions, say within spherical regions of radius \( a \), so that the function vanishes outside these regions, then appropriate conditions would
be to require the functions to be finite within the regions and to vanish on the boundary. The solutions to the Helmholtz equation 5.1 subject to these conditions are then truncated spherical-waves

$$\psi(r) = \begin{cases} j_\ell(qr) Y_{\ell m}(\theta, \varphi), & r < a \\ 0, & r \geq a \end{cases}$$

(5.2)

where \((r, \theta, \varphi)\) are spherical polar coordinates with the origin at the centre of the spherical region, \(\ell\) is a non-negative integer, \(m\) is an integer satisfying \(-\ell \leq m \leq \ell\) and \(q\) is chosen to satisfy \(j_\ell(qa) = 0\). \(j_\ell\) denotes a spherical Bessel function and \(Y_{\ell m}\) is a spherical harmonic. Solutions involving the spherical von Neumann function \(n_\ell\) have been rejected because they are not finite at the centre of the sphere.

We note that these functions solve the same equation as the plane-wave basis functions, so that within the pseudopotential approximation the wave-functions will be well-described by a truncated set of these basis functions. Moreover, these functions are eigenstates of the kinetic energy operator within the localisation region \(r < a\) (i.e. in the region in which they will be used to describe the wave-functions) with eigenvalue \(\frac{1}{2}q^2\) so that the same kinetic energy cut-off used to truncate the plane-wave basis can be used here to restrict the values of \(\ell\) and \(q\).

Since the Laplacian is a self-adjoint operator under these boundary conditions, application of Sturm-Liouville theory proves that all states within the same spherical region are mutually orthogonal.

In a calculation, the electronic states are described by covering the simulation cell with overlapping spheres (known as support regions), usually chosen to be centred on the ions or bond-centres at positions \(\mathbf{R}_\alpha\), and expanding the localised support functions \(\phi_\alpha\) within these spheres in this basis:

$$\phi_\alpha(r) = \sum_{n\ell m} c_{n\ell m}^{(\alpha)} j_\ell(q_{n\ell} |\mathbf{r} - \mathbf{R}_\alpha|) Y_{\ell m}(\Omega_{\mathbf{r} - \mathbf{R}_\alpha}).$$

(5.3)

The notation \(\Omega_{\mathbf{r}}\) is introduced as shorthand for the polar and azimuthal angles of the vector \(\mathbf{r}\) used to represent that vector in spherical polar coordinates. We denote the radius of the sphere by \(r_\alpha\) so that the \(\{q_{n\ell}\}\) satisfy \(j_\ell(q_{n\ell}r_\alpha) = 0\).

The expansion (5.3) is frequently written down formally, but rarely used computationally because of the inconvenience of using spherical Bessel functions in numerical work. However, the analytic results derived in the following sections offset this disadvantage.

As mentioned in section 3.2.2, linear-scaling methods are aimed at large systems, and so the Brillouin zone sampling of the electronic states is usually restricted to the states at the \(\Gamma\)-point only. The wave-functions can then be made real without loss of generality, and so in practice we use real linear combinations of the spherical harmonics defined below,
which does not alter any of the analysis here.

\[
\{ Y_{\ell m} \} \rightarrow \left\{ \begin{array}{l}
\tilde{Y}_{\ell 0} (\Omega) = Y_{\ell 0} (\Omega) \\
\tilde{Y}_{\ell \pm m} (\Omega) = \frac{1}{\sqrt{2}} \left[ Y_{\ell -\pm m} (\Omega) + (-1)^m Y_{\ell \pm m} (\Omega) \right] \\
\tilde{Y}_{\ell -\pm m} (\Omega) = \frac{1}{\sqrt{2}} \left[ Y_{\ell -\pm m} (\Omega) - (-1)^m Y_{\ell \pm m} (\Omega) \right] 
\end{array} \right. 
\] (5.4)

These real combinations of spherical harmonics, which we denote \( \tilde{Y}_{\ell m} \), can be written down as real functions of the variables \( \{ \hat{x}, \hat{y}, \hat{z} \} \) where \( (x, y, z) \) are Cartesian coordinates with origin at the centre of the sphere, and are familiar as the angular components of s, p, d etc. orbitals.

We introduce \( \chi_{n,\ell m}(r) \) to represent a truncated spherical-wave basis function centred at \( R_\alpha \) and confined to a sphere of radius \( r_\alpha \):

\[
\chi_{n,\ell m}(r) = \begin{cases} 
 j_\ell (q_{nt} |r - R_\alpha|) \tilde{Y}_{\ell m} (\Omega_{r - R_\alpha}), & \text{if } |r - R_\alpha| \leq r_\alpha, \\
0, & \text{if } |r - R_\alpha| > r_\alpha.
\end{cases} 
\] (5.5)

Equation 5.3 can then be written:

\[
\phi_\alpha (r) = \sum_{n,\ell m} c_{n,\ell m} \chi_{n,\ell m}(r). 
\] (5.6)

### 5.3 Fourier transform of the basis functions

We define the Fourier transform of a basis function \( \chi_{n,\ell m}(r) \) by

\[
\tilde{\chi}_{n,\ell m} (k) = \int_{\text{all space}} \mathrm{d}r \exp[ikr] \chi_{n,\ell m}(r) 
= \exp[ik \cdot R_\alpha] \int_0^{r_\alpha} \mathrm{d}r \ r^2 j_\ell (q_{nt} r) \int \mathrm{d}\Omega_r \exp[ikr] \tilde{Y}_{\ell m} (\Omega_r). 
\] (5.7)

The angular integral is performed by using the expansion of \( \exp[ikr] \) into spherical-waves (A.3, appendix A) leaving the radial integral

\[
\tilde{\chi}_{n,\ell m} (k) = 4\pi i^\ell \tilde{Y}_{\ell m} (\Omega_k) \exp[ik \cdot R_\alpha] \int_0^{r_\alpha} \mathrm{d}r \ r^2 j_\ell (q_{nt} r) \ j_\ell (kr). 
\] (5.8)

The radial integral can now be calculated using equations A.4 and A.5 and the boundary conditions (that the basis functions are finite at \( r = 0 \) and vanish at \( r = r_\alpha \)) for the cases when \( k \neq q_{nt} \) and \( k = q_{nt} \) respectively. The final result for the Fourier transform of a basis
5.4 Overlap matrix elements

The overlap matrix for any two basis functions $\chi_{\alpha,n}m$ and $\chi_{\beta,n'}m'$ centred at $R_\alpha$ and $R_\beta$ respectively is

$$S_{\alpha,n}m;\beta,n'm' = \int dr \chi_{\alpha,n}m(r) \chi_{\beta,n'}m'(r).$$

(5.10)

Defining $R_{\alpha}\beta = R_\beta - R_\alpha$, and using the result for the Fourier transform of the basis functions, the integral can be rewritten as

$$S_{\alpha,n}m;\beta,n'm' = \frac{1}{(2\pi)^3} \int d^3k \exp[-ik \cdot R_{\alpha}\beta] \tilde{\chi}_{\alpha,n}m(k) \tilde{\chi}_{\beta,n'}m'(-k).$$

(5.11)

Using equation 5.9a we obtain

$$S_{\alpha,n}m;\beta,n'm' = \left(q_{n}r_\alpha^2 \right) \left(q_{n'}r_\beta^2 \right) j_{l-1}(q_{n}r_\alpha) j_{l-1}(q_{n'}r_\beta) I_{\alpha,n}m;\beta,n'm'$$

(5.12)

where $I_{\alpha,n}m;\beta,n'm'$ is the integral

$$I_{\alpha,n}m;\beta,n'm' = \frac{2}{\pi} \int d^3k \exp[-ik \cdot R_{\alpha}\beta] \frac{j_{l}(kr_\alpha) j_{l}(kr_\beta)}{(k^2 - q_{n}^2)(k^2 - q_{n'}^2)} Y_{lm}(\Omega_k) Y_{l'm'}(\Omega_k).$$

(5.13)

Introducing differential operators $\hat{D}_{lm}$, obtained from $\tilde{Y}_{lm}$ by making the replacement

$$\left\{ \begin{array}{c} x \\ y \\ z \end{array} \right\} \rightarrow \left\{ \frac{\partial}{\partial x_{\alpha\beta}}, \frac{\partial}{\partial y_{\alpha\beta}}, \frac{\partial}{\partial z_{\alpha\beta}} \right\}$$

where $R_{\alpha\beta} = (x_{\alpha\beta}, y_{\alpha\beta}, z_{\alpha\beta})$ in Cartesian coordinates, equation 5.13 becomes

$$I_{\alpha,n}m;\beta,n'm' = 4(-1)^l \hat{D}_{bn} \hat{D}_{l'm'} \int_{-\infty}^{\infty} dk \frac{j_{l}(kr_\alpha) j_{l}(kr_\beta) j_{l}(kR_{\alpha\beta})}{k^{l+\epsilon}(k^2 - q_{n}^2)(k^2 - q_{n'}^2)}.$$ 

(5.14)
where we have used the fact that the integrand is an even function of $k$ for all values of $\ell$ and $\ell'$ to change the limits of the integral. From equation 5.14 $I_{\alpha,n\beta;m,n'\ell'm'}$ no longer appears manifestly symmetric with respect to swapping $\alpha$ and $\beta$ (since there is no $(-1)^{\ell'}$ term). Nonetheless, it still is because under the swap $\{\alpha, n\ell m\} \leftrightarrow \{\beta, n'\ell' m'\}$, $\hat{D}_{\ell m} \rightarrow (-1)^{\ell'} \hat{D}_{\ell' m'}$ and $\hat{D}_{\ell' m'} \rightarrow (-1)^{\ell} \hat{D}_{\ell m}$.

The three spherical Bessel functions in equation 5.14 can all be expressed in terms of trigonometric functions and algebraic powers of the argument, using the recursion rules (A.1, A.2). The product of three trigonometric functions can always be expressed as a sum of four trigonometric functions with different arguments, using well-known identities. The result is to split the integrand up into terms of the following form:

\[
\frac{\sin k (r_\alpha \pm r_\beta \pm R_{\alpha\beta})}{k^p (k^2 - q_{n\ell}^2)(k^2 - q_{n'\ell'}^2)}, \quad p \text{ always an odd integer},
\]

\[
\frac{\cos k (r_\alpha \pm r_\beta \pm R_{\alpha\beta})}{k^p (k^2 - q_{n\ell}^2)(k^2 - q_{n'\ell'}^2)}, \quad p \text{ always an even integer}.
\] (5.15)

These terms are individually singular and generally possess a pole of order $p$ on the real axis at $k = 0$ and cannot be integrated. However, since we are integrating finite well-behaved functions over a finite volume of space, we know that the total integrand cannot contain any non-integrable singularities. Therefore we can add extra contributions to each term to cancel all the singularities except simple poles, in the knowledge that all these extra terms must cancel when the terms are added together to obtain the total integrand.

We shall evaluate the integrals using the calculus of residues so that the general integral to be performed is

\[
I = \oint_C dz \frac{\exp[iRz]}{z^p (z^2 - q_{n\ell}^2)(z^2 - q_{n'\ell'}^2)}
\] (5.16)

where $R = r_\alpha \pm r_\beta \pm R_{\alpha\beta}$ and the contour $C$ runs along the real $z$-axis from $-\infty$ to $+\infty$, and is closed in either the upper or lower half $z$-plane, depending upon whether $R$ is positive or negative respectively. Adding the extra terms to remove the non-integrable singularities we obtain the final form of the integral

\[
I = \oint_C dz \frac{\exp[iRz] - \sum_{m=0}^{p-2} \frac{[iRz]^m}{m!}}{z^p (z^2 - q_{n\ell}^2)(z^2 - q_{n'\ell'}^2)}.
\] (5.17)

This integrand has simple poles lying on the contour of integration at $z = 0, \pm q_{n\ell}, \pm q_{n'\ell'}$. 


The residues of these poles are

\[
\frac{(iR)^{p-1}}{(p-1)! q_{nt}^{2} q_{n' \ell}^{2}}, \quad z = 0,
\]

\[
\frac{\exp[\pm i q_{nt} R] - \sum_{m=0}^{p-2} \frac{(\pm i q_{nt} R)^m}{m!}}{2 (q_{nt}^{2} - q_{n' \ell}^{2}) (\pm q_{nt} R)^{p+1}}, \quad z = \pm q_{nt} \quad (\text{similarly for } z = \pm q_{n' \ell}).
\]

Summing the residues to perform the Cauchy principal value integrals, and taking real or imaginary parts as appropriate, we obtain the following results:

\[
\int_{-\infty}^{\infty} dk \, \frac{\sin kR + (\text{cancelling terms})}{k^{p} (k^{2} - q_{nt}^{2}) (k^{2} - q_{n' \ell}^{2})} = \]  
\[
\frac{\pi \, \text{sgn}R}{q_{nt}^{2} - q_{n' \ell}^{2}} \left[ \frac{(-1)^{\frac{p+1}{2}} R^{p-1}}{(p-1)! q_{nt}^{2}} + \frac{(-1)^{\frac{p+1}{2}} R^{p-1}}{(p-1)! q_{n' \ell}^{2}} + \frac{\cos q_{nt} R}{q_{nt}^{p+1}} \right] - \frac{\cos q_{n' \ell} R}{q_{n' \ell}^{p+1}} - \sum_{m=0, \text{even}}^{p-3} \left\{ \frac{(-1)^{\frac{m}{2}} R^{m}}{m! q_{nt}^{p-m+1}} - \frac{(-1)^{\frac{m}{2}} R^{m}}{m! q_{n' \ell}^{p-m+1}} \right\} \]
\]

(5.19)

\[
\int_{-\infty}^{\infty} dk \, \frac{\cos kR + (\text{cancelling terms})}{k^{p} (k^{2} - q_{nt}^{2}) (k^{2} - q_{n' \ell}^{2})} = \]  
\[
\frac{\pi \, \text{sgn}R}{q_{nt}^{2} - q_{n' \ell}^{2}} \left[ \frac{(-1)^{\frac{p+1}{2}} R^{p-1}}{(p-1)! q_{nt}^{2}} + \frac{(-1)^{\frac{p+1}{2}} R^{p-1}}{(p-1)! q_{n' \ell}^{2}} - \frac{\sin q_{nt} R}{q_{nt}^{p+1}} \right] + \frac{\sin q_{n' \ell} R}{q_{n' \ell}^{p+1}} + \sum_{m=1, \text{odd}}^{p-3} \left\{ \frac{(-1)^{\frac{m}{2}} R^{m}}{m! q_{nt}^{p-m+1}} - \frac{(-1)^{\frac{m}{2}} R^{m}}{m! q_{n' \ell}^{p-m+1}} \right\} \]
\]

(5.20)

where

\[
\text{sgn}R = \begin{cases} 
-1, & R < 0, \\
+1, & R \geq 0.
\end{cases}
\]

(5.21)

For the case when \( q_{nt} = q_{n' \ell} \), we note that since the integrand in equation 5.17 must still only have a simple pole at \( z = \pm q_{nt} \) we obtain a simplified form in this special case by taking the limit \( q_{n' \ell} \to q_{nt} \) of equations 5.19 and 5.20.

\[
\int_{-\infty}^{\infty} dk \, \frac{\sin kR + (\text{cancelling terms})}{k^{p} (k^{2} - q_{nt}^{2})^{2}} = \]  
\[
\frac{\pi \, \text{sgn}R}{q_{nt}^{2}} \left[ \frac{(-1)^{\frac{p+1}{2}} R^{p-1}}{(p-1)! q_{nt}^{2}} - \frac{(p+1)\cos q_{nt} R}{2q_{nt}^{p+3}} - \frac{R\sin q_{nt} R}{2q_{nt}^{p+2}} \right] - \sum_{m=0, \text{even}}^{p-3} \left\{ \frac{(-1)^{\frac{m}{2}} (p - m + 1) R^{m}}{2(m!)q_{nt}^{p-m+3}} \right\} \]
\]

(5.22)
\[
\int_{-\infty}^{\infty} \frac{\cos kR + \text{(cancelling terms)}}{k^p (k^2 - q_{nl}^2)^2} = \pi \text{sgn} R \frac{(-1)^{\frac{p}{2}} R^{p-1}}{(p-1)! q_{nl}^4} \frac{(p+1)\sin q_{nl} R}{2q_{nl}^{p+3}} - \frac{R \cos q_{nl} R}{2q_{nl}^{p+2}} \quad (5.23)
\]

The result for \( S_{\alpha,nlm;\beta,n'l'm'} \) is obtained by summing the results in equations 5.19, 5.20, 5.22 and 5.23 for all the terms in the expansion of the integrand (5.14) and then operating with the differential operators \( \hat{D}_{bn} \).

A second special case occurs when \( R_{\alpha\beta} = 0 \), and in this case it is simplest to perform the integral (5.10) in real-space using the generalised orthogonality relation for spherical Bessel functions (A.4) when \( q_{nl} \neq q_{n'l'} \).

\[
S_{\alpha,nlm;\beta,n'l'm'} = \frac{1}{q_{nl}^2 - q_{n'l'}^2} \delta_{ll'}\delta_{mm'} \begin{cases} 
-q_{nl}^{\frac{1}{2}} r_{\alpha}^{\frac{1}{2}} j_{l-\frac{1}{2}}(q_{nl} r_{\alpha}) j_{l-1}(q_{n'l'} r_{\alpha}), & r_{\alpha} < r_{\beta}, \\
q_{n'l'}^{\frac{1}{2}} r_{\beta}^{\frac{1}{2}} j_{l-\frac{1}{2}}(q_{n'l'} r_{\beta}) j_{l-1}(q_{nl} r_{\beta}), & r_{\alpha} \geq r_{\beta}.
\end{cases} \quad (5.24)
\]

There is also the case when \( R_{\alpha\beta} = 0 \) and \( q_{nl} = q_{n'l'} \) which is calculated using equation A.5.

\[
S_{\alpha,nlm;\beta,n'l'm'} = \frac{1}{2} \delta_{ll'}\delta_{mm'} \begin{cases} 
\frac{1}{2} q_{nl}^{\frac{1}{2}} j_{l-1}(q_{nl} r_{\alpha}), & r_{\alpha} < r_{\beta}, \\
\frac{1}{2} q_{n'l'}^{\frac{1}{2}} r_{\beta}^{\frac{1}{2}} j_{l-1}(q_{n'l'} r_{\beta}), & r_{\alpha} \geq r_{\beta}.
\end{cases} \quad (5.25)
\]

Finally, it is obvious that the overlap matrix element must vanish when the separation of the the sphere centres exceeds the sum of their radii (i.e. \( R_{\alpha\beta} > r_{\alpha} + r_{\beta} \)) because then there is no region of space where both basis functions are non-zero. However, this is not obvious from the results presented above, but arises because of the change of sign of the residue sums in equations 5.19, 5.20, 5.22 and 5.23 (denoted by \( \text{sgn} R \)) which occurs when \( R_{\alpha\beta} = r_{\alpha} + r_{\beta} \) and results in the exact cancellation of all terms.

### 5.5 Kinetic energy matrix elements

The kinetic energy matrix elements for any two basis functions \( \chi_{\alpha,nlm} \) and \( \chi_{\beta,n'l'm'} \) centred at \( \mathbf{R}_\alpha \) and \( \mathbf{R}_\beta \) respectively are defined by

\[
\mathcal{T}_{\alpha,nlm;\beta,n'l'm'} = -\frac{1}{2} \int d\mathbf{r} \chi_{\alpha,nlm}(\mathbf{r}) \nabla^2 \chi_{\beta,n'l'm'}(\mathbf{r})
\]

\[
= \frac{1}{2(2\pi)^3} \int d\mathbf{k} \mathbf{k}^2 \exp[-i\mathbf{k} \cdot \mathbf{R}_{\alpha\beta}] \bar{\chi}_{\alpha,nlm}(\mathbf{k}) \bar{\chi}_{\beta,n'l'm'}(-\mathbf{k}). \quad (5.26)
\]
Because of the discontinuity in the first derivatives of the basis functions at the sphere boundaries, a delta-function arises when the Laplacian operates on a basis function. This is integrated out when the matrix element is calculated and this contribution is included when transforming the real-space integral to reciprocal-space in equation 5.26.

The second line of equation 5.26 is identical to equation 5.11 apart from a factor of $\frac{1}{2}k^2$. The same separation into individually regular terms can be applied here, and the result is that we need to calculate the contour integral (5.17) as before, except that the integer $p$ must be replaced by $(p - 2)$ and a numerical factor of $\frac{1}{2}$ is introduced. The calculation of the residues is identical to that presented in the previous section, except that the integrand no longer always has a pole at $z = 0$ in every term.

The results for $\mathcal{R}_{\alpha n \ell m; \beta n' \ell' m'}$ when $\mathbf{R}_{\alpha \beta} = 0$ are

$$
\frac{1}{4} \delta_{\ell \ell'} \delta_{m m'} q_{n \ell} \begin{cases} 
-q_{n \ell}^2 r^{2}_\alpha \mathcal{J}_l(q_{n \ell} r_\alpha) \mathcal{J}_l-1(q_{n \ell} r_\beta), & r_\alpha < r_\beta \\
q_{n \ell}^2 r^{2}_{\beta} \mathcal{J}_l(q_{n \ell} r_\beta) \mathcal{J}_l-1(q_{n \ell} r_\alpha), & r_\alpha \geq r_\beta
\end{cases} q_{n \ell} \neq q_{n' \ell'},
$$

and

$$
\frac{1}{4} \delta_{\ell \ell'} \delta_{m m'} q_{n \ell} \begin{cases} 
r_{\alpha}^3 \mathcal{J}_{l-1}(q_{n \ell} r_\alpha), & r_\alpha < r_\beta \\
r_{\beta}^3 \mathcal{J}_{l-1}(q_{n \ell} r_\beta), & r_\alpha \geq r_\beta
\end{cases} q_{n \ell} = q_{n' \ell'}.
$$

The calculation of the kinetic energy has been checked by projecting a set of wave-functions expanded in the spherical-wave basis onto the plane-wave basis using equation 5.9a. As the kinetic energy cut-off for the plane-wave basis is increased, so the description of the wave-functions becomes more accurate. The kinetic energy calculated using the results above can then be compared against the kinetic energy calculated by the plane-wave $O(N^3)$ CASTEP code [82].

From the asymptotic behaviour of the spherical Bessel functions, the Fourier transform (5.9a) for large $k$ is

$$
\tilde{\chi}_{\alpha n \ell m}(k) \propto \frac{\sin(k r_\alpha - \frac{kp}{2})}{k \beta} \tilde{Y}_{\ell m}(\Omega_k)
$$

and so the error in the kinetic energy due to truncating the plane-wave basis with cut-off $E_{\text{cut}} = \frac{1}{2}k_{\text{cut}}^2$ is

$$
\Delta T \propto \int_{k_{\text{cut}}}^{\infty} dk \; k^2 \left( \frac{1}{k^3} \right) k^2 \left( \frac{1}{k^3} \right) = \frac{1}{k_{\text{cut}}} \propto \frac{1}{\sqrt{E_{\text{cut}}}}.
$$

In figure 5.1 the kinetic energy as calculated by the plane-wave code has been plotted against $1/\sqrt{E_{\text{cut}}}$ and yields a straight line as expected, which can then be extrapolated to obtain an estimate of the kinetic energy calculated for infinite cut-off: 60.66 ± 0.01 eV. This is in agreement with the value calculated analytically of 60.65 eV.
Linear-scaling methods in \textit{ab initio} quantum-mechanical calculations

In this section we present two methods for obtaining the non-local pseudopotential matrix elements. The first constructs a Green’s function in order to expand the basis functions on one site in terms of the same functions centred elsewhere. This method is particularly efficient, although it requires some restrictions to be made in the radial part of the support functions to give a variational method. The second method adopts the Kleinman-Bylander form and uses the results for the overlap matrix elements. This method is slower, but more robust numerically and allows direct comparison with existing pseudopotential codes.

5.6 Non-local pseudopotential

In this section we present two methods for obtaining the non-local pseudopotential matrix elements. The first constructs a Green’s function in order to expand the basis functions on one site in terms of the same functions centred elsewhere. This method is particularly efficient, although it requires some restrictions to be made in the radial part of the support functions to give a variational method. The second method adopts the Kleinman-Bylander form and uses the results for the overlap matrix elements. This method is slower, but more robust numerically and allows direct comparison with existing pseudopotential codes.

5.6.1 Green’s function method

The general form for a semi-local pseudopotential operator (i.e. one which is non-local in the angular but not radial coordinates) for an ion is

$$\hat{V}_{\text{NL}} = \sum_{\ell m} |\ell m\rangle \delta \hat{V}_{\ell} \langle \ell m|$$

(5.30)
5. Localised basis-set

where \( \langle r|\ell m \rangle = \tilde{Y}_{\ell m}(\Omega) \) and \( \tilde{Y}_{\ell m} \) is centred on the ion.

The pseudopotential components \( \delta V_{\ell} \) are themselves short-ranged in real-space, and
vanish beyond the core radius \( r_c \). Therefore the action of the non-local pseudopotential
depends only upon the form of the wave-functions within this core region. We require the
matrix elements of the non-local pseudopotential between localised basis functions which
are not necessarily centred on the ion.

We therefore need to find an expansion of the basis functions in terms of functions
localised within the pseudopotential core. Since the basis functions are all solutions of the
Helmholtz equation, we invoke the uniqueness theorem which states that the expansion we
seek is uniquely determined by the boundary conditions on the surface of the core region
and solve the Helmholtz equation subject to these inhomogeneous boundary conditions by
the standard method using the formal expansion of the Green’s function. We can write
the basis function over all space using the Heaviside step function

\[
H(x) = \begin{cases} 
0, & x < 0, \\
1, & x \geq 0,
\end{cases}
\]  

so that a basis function centred in a sphere of radius \( r_\alpha \) at the origin (i.e. for \( \mathbf{R}_\alpha = 0 \)) is

\[
\chi_{\alpha,n\ell m}(r) = j_{\ell}(q_\alpha r) \tilde{Y}_{\ell m}(\Omega_\alpha) H(r_\alpha - r)
\]

and therefore

\[
(\nabla^2 + q_\alpha^2)\chi_{\alpha,n\ell m}(r) = \left[ j_{\ell}(q_\alpha r) \delta'(r_\alpha - r) - 2 \left\{ q_\alpha j_{\ell}(q_\alpha r) + r^{-1} j_{\ell}(q_\alpha r) \right\} \delta(r_\alpha - r) \right] \tilde{Y}_{\ell m}(\Omega_\alpha).
\]

The terms on the right-hand side only contribute on the sphere boundary \( r = r_\alpha \); everywhere else in space the basis function obeys the homogeneous Helmholtz equation (5.1). These terms will give rise to an extra term in the Green’s function solution due to the discontinuity of the first radial derivative of the basis function at the sphere boundary. However, if the radial function for each angular momentum component has a continuous
first derivative, then these contributions will cancel. In this case, we can proceed assuming
that the basis function obeys the homogeneous equation everywhere. This condition
is naturally obeyed by the support functions when the support regions are large enough,
since there is a kinetic energy penalty associated with the same discontinuity in the radial
wave-function, but in this case we would lose any variational principle if there was a dis-
continuity at any stage during the minimisation. A better solution is to impose a sum rule
on the expansion coefficients in equation 5.3 to maintain a continuous radial derivative i.e.

\[ \sum_n c_{\ell m}^{n \ell m} q_{\ell m} j_{\ell} (q_{\ell m} r') = 0 \] (5.34)

which can be used to fix one coefficient in terms of the rest for each angular momentum component. This is the restriction mentioned above which must be imposed if the Green’s function method is to be used. The basis function is assumed to obey the homogeneous Helmholtz equation throughout all space. In the original support region, homogeneous boundary conditions were applied. Now, in an overlapping region of radius \( r_c \) (the core region for the non-local pseudopotential), the basis function must still obey the same homogeneous Helmholtz equation, but it is now subject to inhomogeneous boundary conditions. Standard methods can be used to transform this problem into the solution of an inhomogeneous Helmholtz equation subject to homogeneous boundary conditions, and this new problem has a standard solution in terms of the Green’s function, which can be formally expanded in terms of the eigenfunctions of an appropriate self-adjoint operator (here the operator on the left of the Helmholtz equation). The result is

\[ \chi_{\alpha, n m}(r) = \sum_{\ell m'} f_{\ell m'}^{n \ell m} \left[ 1 + \sum_{n'} a_{n' \ell m'}^{n \ell m} j_{\ell} (q_{n' \ell m'} r') \right] \tilde{Y}_{\ell m'} (\Omega_r) \] (5.35)

and is valid for points \( r' = r - R_{ion} + R_{\alpha} \) within the core region (i.e. for \( r' \leq r_c \)).

The coefficients \( f_{\ell m'}^{n \ell m} \) and \( a_{n' \ell m'}^{n \ell m} \) are defined by:

\[ f_{\ell m'}^{n \ell m} = \int_{r' = r_c} d\Omega_r \tilde{Y}_{\ell m'} (\Omega_r) \chi_{\alpha, n m}(r' + R_{ion} - R_{\alpha}), \] (5.36)

\[ a_{n' \ell m'}^{n \ell m} = \frac{2}{r_c^3 j_{\ell - 1}^2 (\lambda_{n' \ell m'} r_c)} \left[ \frac{\lambda_{n' \ell m'} j_{\ell - 1} (\lambda_{n' \ell m'} r_c)}{q_{n' \ell m'}^2 - \lambda_{n' \ell m'}^2} - \int_0^{r_c} dr' r'^2 j_{\ell} (\lambda_{n' \ell m'} r') \right]. \] (5.37)

The \( \{\lambda_{n}\} \) are chosen by \( j_{\ell} (\lambda_{n} r_c) = 0 \) and play the same rôle as the \( \{q_{n}\} \) in the expansion of the wave-functions. The integral in equation 5.37 is straightforward to evaluate for given \( \ell' \).

The surface integral in equation 5.36 is evaluated by first rotating the coordinate system so that the new \( z \)-axis is parallel to \( R_{\alpha} - R_{ion} \), thus mixing the spherical harmonics [151]. The elements of the orthogonal spherical harmonic mixing matrices \( C_{mm'}^{\ell} \) are defined by the elements of the rotation matrix for the coordinate system. In terms of the components \( (x, y, z) \) of the vector \( R_{\alpha} - R_{ion} \) of length \( r = |R_{\alpha} - R_{ion}| \), and \( v^2 = r(z + r) \), the rotation
matrix $O$ is given by:

$$O = \frac{1}{v^2} \begin{pmatrix} 
v^2 - x^2 & -xy & -x(z + r) \\
-xy & v^2 - y^2 & -y(z + r) \\
x(z + r) & y(z + r) & z(z + r) 
\end{pmatrix} \quad (5.38)$$

The singularity which occurs when $z = -r$ i.e. when the ion is “vertically” above the support region, is avoided by inverting the calculation through the origin when $z < 0$. The spherical harmonic matrices $C^{(\ell)}_{mm'}$ can be written in terms of the elements of this matrix. Here we write them out explicitly for $\ell = 0, 1, 2$:

$$C^{(0)} = 1 \quad (5.39)$$

$$C^{(1)} = \begin{pmatrix} 
O_{22} & O_{32} & O_{12} \\
O_{23} & O_{33} & O_{13} \\
O_{21} & O_{31} & O_{11} 
\end{pmatrix} \quad (5.40)$$

$$C^{(2)} = \begin{pmatrix} 
O_{12}O_{21} + O_{11}O_{22} & O_{22}O_{31} + O_{21}O_{32} & \sqrt{3}O_{31}O_{32} & \cdots \\
O_{13}O_{22} + O_{12}O_{23} & O_{23}O_{32} + O_{22}O_{33} & \sqrt{3}O_{32}O_{33} & \cdots \\
\sqrt{3}O_{13}O_{23} & \sqrt{3}O_{23}O_{33} & \frac{1}{2}(3O_{33}^2 - 1) & \cdots \\
O_{13}O_{21} + O_{11}O_{23} & O_{23}O_{31} + O_{21}O_{33} & \sqrt{3}O_{31}O_{33} & \cdots \\
O_{11}O_{21} - O_{12}O_{22} & O_{21}O_{31} - O_{22}O_{32} & \frac{\sqrt{3}}{2}(O_{31}^2 - O_{32}^2) & \cdots \\
\cdots & O_{12}O_{31} + O_{11}O_{32} & O_{11}O_{12} - O_{21}O_{22} & \cdots \\
\cdots & O_{13}O_{32} + O_{12}O_{33} & O_{12}O_{13} - O_{22}O_{23} & \cdots \\
\cdots & \sqrt{3}O_{33}O_{13} & \frac{\sqrt{3}}{2}(O_{13}^2 - O_{23}^2) & \cdots \\
\cdots & O_{13}O_{31} + O_{11}O_{33} & O_{11}O_{13} - O_{21}O_{23} & \cdots \\
\cdots & O_{11}O_{31} - O_{12}O_{32} & \frac{1}{2}(O_{11}^2 + O_{22}^2 - O_{12}^2 - O_{21}^2) & \cdots 
\end{pmatrix} \quad (5.41)$$

In the new coordinate system, the surface integral is written in terms of a one-dimensional integral

$$K_{\ell nm}(u, q_{nl}) = \frac{1}{2u} \left[ (2\ell + 1)(2\ell + 1)(\ell' - |m|)!|m|!(\ell' + |m|)! \right]^{\frac{1}{2}} \times \int_{|u-1|}^{\min(u+1,r_{n}/r_{c})} dz \ z P_{\ell'}^{[m]} \left( \frac{1 + u^2 - z^2}{2u} \right) j_{\ell}(q_{nt}r_{c}z) P_{\ell}^{[m]} \left( \frac{1 - u^2 - z^2}{2uz} \right) \quad (5.42)$$

in which the dimensionless variable $u = |R_{n} - R_{\text{ion}}|/r_{c}$ is introduced. $P_{\ell}^{[m]}(x)$ denotes an associated Legendre polynomial, and these integrals can all be calculated indefinitely using
elementary methods once the integrand is expanded into trigonometric functions.

**Figure 5.2:** Non-local pseudopotential energy against number of Bessel functions used in Green’s function expansion

The numerical evaluation of the analytic results for $K_{\ell m n}(u, q_{nt})$ is inaccurate when $u \ll 1$ and in this case it is necessary to employ Taylor expansions of the results. The two different cases for the upper limit of the integral also need to be treated separately, and this is one reason why the Kleinman-Bylander method described next is preferred.

The final result for $f_{\ell m n}^{ntm}$ is then

$$f_{\ell m n}^{ntm} = \sum_{M=-\min(\ell,\ell')}^{\min(\ell,\ell')} C_{Mnm}^{(\ell')} K_{\ell ntm} C_{Mm}^{(\ell)}$$

Defining the core matrix elements

$$\delta V_{m'n'}^{\ell} = \begin{cases} \int_0^{r_c} dr \ r^2 \ j_\ell(\lambda_{nt} r) \delta V_\ell(r) j_\ell(\lambda_{n't'}) \quad n, n' \neq 0 \\ \int_0^{r_c} dr \ r^2 \ j_\ell(\lambda_{nt} r) \delta V_\ell(r) \\ \int_0^{r_c} dr \ r^2 \ \delta V_\ell(r) \quad n = n' = 0 \end{cases}$$

the matrix element of the non-local pseudopotential operator between any two basis functions overlapping the core ($\chi_{\alpha,ntm}$ and $\chi_{\beta,n't'm'}$) can be written (defining $a_{0\ell}^{ntm} = 1$) as the
sum:

\[ V_{\alpha,n\ell m;j,n'\ell' m'} = \sum_{LM} f_{LM}^{n\ell m} f_{LM}^{n'\ell' m'} \left[ \sum_{i,j=0} d_{iL}^{n\ell m} \delta_{ij} d_{jL}^{n'\ell' m'} \right]. \tag{5.45} \]

The non-local pseudopotential data is therefore stored in terms of the core matrix elements defined in equation 5.45. In figure 5.2 we plot the non-local pseudopotential energy against the number of core Bessel functions for an s-local silicon pseudopotential generated according to the scheme of Troullier and Martins \cite{74}. We see that the energy converges rapidly with the number of core Bessel functions used (the dashed line is the energy calculated with fifty core functions.) Increasing the number of core functions only increases the number of coefficients \( a_{n'i'}^{n'\ell'} \) required, and the separable nature of the calculation means that even using fifty core functions requires very little computational effort.

### 5.6.2 Kleinman-Bylander form

![Figure 5.3: Non-local pseudopotential energy against number of Bessel functions used to describe Kleinman-Bylander projectors.](image)

We reproduce equation 3.76 which demonstrates the Kleinman-Bylander form of the pseudopotential in terms of pseudo-atomic eigenstates \( \{ \phi_{\ell m} \} \).

\[ \hat{V}_{\text{KB}} = \hat{V}_{\text{loc}} + \sum_{\ell m} \frac{|\delta_{\ell m} \psi_{\ell m}\rangle \langle \psi_{\ell m}| \delta_{\ell m}}{\langle \psi_{\ell m}|\delta_{\ell m}|\psi_{\ell m}\rangle} \] \tag{5.46}
For pseudopotentials whose non-local components \( \delta V \) vanish at the core radius \( r_c \), the projector states \( \{ \delta \hat{V}_e \phi_{\ell m} \} \) can be expanded in the basis-states \( \{ \chi_{n\ell m} \} \), and then the matrix-elements of the pseudopotential operator are straightforwardly obtained by applying the result for the overlap matrix elements, without resorting to the scheme by King-Smith et al. [152].

In figure 5.3 we show how the non-local pseudopotential energy rapidly converges as the number of Bessel functions used to expand the Kleinman-Bylander projectors is increased. This method is numerically more stable than the Green’s function method, although slower, and has the added advantage that it allows a direct comparison to be made between the results calculated using this basis-set and traditional plane-wave codes. For these reasons the Kleinman-Bylander method has been used in computational implementations.

\subsection*{5.7 Computational implementation}

The results in equations 5.19, 5.20, 5.22 and 5.23 have been written in a form which shows that in general each term can be represented by a real numerical prefactor, integers which are the powers of \( \{ R, q_{n\ell}, q_{n'\ell'} \} \) and one further integer to signify the presence of one of the terms \{sin \( q_{n\ell} R \), sin \( q_{n'\ell'} R \), cos \( q_{n\ell} R \), cos \( q_{n'\ell'} R \} \). When these terms are combined and differentiated by the \( \hat{D}_{\ell m} \), the general term also needs integers to represent powers of \( \{ x_\alpha, y_\alpha, z_\alpha, R_\alpha, r_\alpha, r_\beta \} \). Therefore a general term in the expressions for \( S_{\alpha n\ell m; \beta n'\ell' m'} \) and \( T_{\alpha, n\ell m; \beta n'\ell' m'} \) could be represented by a data structure consisting of one real variable \( g \) and ten integer variables \( I_{1-10} \) as follows:

\[
g \frac{x_{\alpha\beta} y_{\alpha\beta} z_{\alpha\beta} R_\alpha f(R)}{q_{n\ell} q_{n'\ell'} r_\alpha r_\beta R_\alpha} \rightarrow \{ g, I_1, I_2, I_3, I_4, I_5, I_6, I_7, I_8, I_9, I_{10} \} \quad (5.47)
\]

with the following correspondence between \( f(R) \) and \( I_{10} \):

\[
f(R) = \{ 1, \sin q_{n\ell} R, \sin q_{n'\ell'} R, \cos q_{n\ell} R, \cos q_{n'\ell'} R \} \\
\rightarrow I_{10} = \{ 0, 1, 2, 3, 4 \} . \quad (5.48)
\]

A recursive function can be written to manipulate these encoded terms and perform the differentiation by the \( \hat{D}_{\ell m} \), which can themselves be generated using the recursion rules for the associated Legendre polynomials. Thus it is straightforward to write a code which starts from equation 5.14 and generates the results up to arbitrary values of \( \ell \) for \( S_{\alpha\beta} \) and \( T_{\alpha\beta} \) for the cases when \( R_{\alpha\beta} \neq 0 \). The results for \( R_{\alpha\beta} = 0 \) are simple enough to be coded within the program which uses this basis. For a given ionic configuration the matrix elements between the basis states can be calculated initially and stored on disk for use
during the calculation.

The cost of calculating the analytic matrix elements increases dramatically as higher angular momentum components are included. In general, a much smaller value of $\ell_{\text{max}}$ is used than is “recommended” by the kinetic energy cut-off. However, these basis functions are being used to describe functions localised in overlapping regions, and in this instance, a degree of “under-completeness” is desirable. If the basis functions formed a complete set (up to a given kinetic energy cut-off) in each support region, then a variation which is confined to the overlapping region can be equally described by variations in either region. Symmetric and antisymmetric combinations of these variations can be formed, the antisymmetric variation vanishing and thus leaving the density-matrix invariant. Therefore this superposition results in directions in the parameter space with very small curvature which degrade the efficiency of minimisation algorithms (see section 6.2.3). When working with overlapping support functions, it is therefore better to treat $\ell_{\text{max}}$ as a convergence parameter along with, rather than derived from, $E_{\text{cut}}$. 
Chapter 6

Penalty Functionals

In this chapter we first outline Kohn’s derivation of a variational principle for a generalised energy functional which includes a penalty functional to impose the idempotency constraint. We show that this functional is non-analytic at its minimum and therefore incompatible with efficient minimisation algorithms, using conjugate gradients as an example.

We then outline an original scheme to use well-behaved penalty functionals to approximately impose the idempotency constraint. The density-matrix which minimises these generalised energy functionals is therefore only an approximation to the true ground-state density-matrix, but the resulting error in the total energy can be corrected to obtain accurate estimates of the true ground-state energy.

6.1 Kohn’s method

6.1.1 Variational principle

As mentioned in section 4.4.3, Kohn [135] has suggested the use of a penalty functional to impose the idempotency condition, and has proved a variational principle based upon it. We consider trial density-matrices \( \rho(r, r') \) expressed in diagonal form with real orthonormal extended orbitals \( \{ \varphi_i(r) \} \) and occupation numbers \( \{ f_i \} \):

\[
\rho(r, r') = \sum_i f_i \varphi_i(r) \varphi_i(r').
\] (6.1)

The functional \( Q[\rho; \mu, \alpha] \) is then formed:

\[
Q[\rho; \mu, \alpha] \equiv E_{\text{NI}}[\rho^2] - \mu N[\rho^2] + \alpha \mathcal{P}[\rho]
\] (6.2)
Linear-scaling methods in \textit{ab initio} quantum-mechanical calculations

\[ E_{NI}[\rho^2] = 2 \int dr \left\{ \left[ -\frac{i}{\hbar} \nabla_{r} \rho^2 (r, r') \right]_{r=r'} + \rho^2 (r', r') V_{KS}(r') \right\} = 2 \sum_i f_i^2 \varepsilon_i, \quad (6.3) \]

\[ N[\rho^2] = 2 \int dr \rho^2 (r, r) = 2 \sum_i f_i^2, \quad (6.4) \]

\[ \mathcal{P}[\rho] = \left[ \int dr \left( \rho^2 (1 - \rho)^2 \right) (r, r) \right]^{\frac{1}{2}} = \left[ \sum_i f_i^2 (1 - f_i)^2 \right]^{\frac{1}{2}}, \quad (6.5) \]

and where \( \mu \) is the chemical potential and \( \alpha \) is a positive real parameter.

Kohn proves the following variational principle: that for some \( \alpha > \alpha_c \), the minimum value of \( Q[\rho; \mu, \alpha] \) is obtained for the idempotent ground-state density-matrix \( \rho_0 \) and that the minimum value is the ground-state grand potential i.e.

\[ \min_{\rho} Q[\rho; \mu, \alpha] = E_{NI}[\rho_0^2] - \mu N[\rho_0^2] = \sum_{i, \varepsilon_i^{(0)} \leq \mu} (\varepsilon_i^{(0)} - \mu) \quad (6.6) \]

in which the \( \{ \varepsilon_i^{(0)} \} \) are the exact eigenvalues of the self-consistent Hamiltonian, generated by the ground-state density-matrix \( \rho_0 \).

The critical value of \( \alpha \), denoted \( \alpha_c \), is given by

\[ \alpha_c = \max_{\rho} \left| \frac{d \Omega(\mathcal{P}')} {d \mathcal{P}'} \right| \quad (6.7) \]

in which \( \Omega(\mathcal{P}') \) is the conditional minimum defined by

\[ \Omega(\mathcal{P}') = \min_{\mathcal{P}[\rho] = \mathcal{P}'} \left( E_{NI}[\rho^2] - \mu N[\rho^2] \right) \quad (6.8) \]

i.e. the minimum grand potential for all trial density-matrices which give a penalty functional value of \( \mathcal{P}' \). Clearly

\[ \alpha_c \geq \left| \frac{d \Omega(\mathcal{P}')} {d \mathcal{P}'} \right|_{\mathcal{P}' = 0} = 2 \left[ \sum_{i, \varepsilon_i^{(0)} \leq \mu} (\varepsilon_i^{(0)} - \mu)^2 \right]^{\frac{1}{2}} \quad (6.9) \]

although this is only a lower bound on \( \alpha_c \).

Kohn’s variational principle is based on the non-interacting energy \( E_{NI}[\rho^2] \). We now present a simple modification of this functional based upon self-consistent variation of the interacting energy. Consider the functional

\[ \tilde{Q}[\rho; \mu, \alpha] = E[\rho] - \mu N[\rho] + \alpha \mathcal{P}[\rho] \quad (6.10) \]
Figure 6.1: Behaviour of Kohn's penalty functional $\mathcal{P}[\rho]$ when a single occupation number $f_i$ is varied and all others are zero or unity.

in which $E[\rho]$ is the interacting energy, and $\rho$ is a positive semi-definite trial density-matrix. A given set of occupation numbers $\{f_i\}$ fixes the value of the penalty functional $\mathcal{P}[\rho]$ and variation of $\mathcal{Q}[\rho; \mu, \alpha]$ with respect to the orbitals $\{\varphi_i(r)\}$ at fixed occupation numbers and subject to the orthonormality constraint yields Kohn-Sham-like equations. Self-consistent variation of the occupation numbers $\{f_i\}$ (i.e. allowing the orbitals to relax, as in section 4.2) yields

$$\frac{\partial \mathcal{Q}[\rho; \mu, \alpha]}{\partial f_i} = 2(\varepsilon_i - \mu) + \frac{\alpha}{\mathcal{P}[\rho]} f_i (1 - f_i) (1 - 2 f_i). \quad (6.11)$$

In the case of idempotent density-matrices, for which $\mathcal{P}[\rho] = 0$, we obtain the special cases

$$\left. \frac{\partial \mathcal{Q}[\rho; \mu, \alpha]}{\partial f_i} \right|_{f_i = (0^\pm, 1^\pm)} = 2(\varepsilon_i - \mu) \pm \alpha. \quad (6.12)$$

For this functional the critical value of $\alpha$, again denoted $\alpha_c$, is given by

$$\alpha_c = \max_\rho |2(\varepsilon_i - \mu)| \quad (6.13)$$

where the maximum is strictly over those density-matrices searched during the minimisation. For $\alpha > \alpha_c$ the total functional $\mathcal{Q}[\rho; \mu, \alpha]$ takes its minimum value when $f_i = 0, 1$ for $\varepsilon_i > \mu$ and $\varepsilon_i < \mu$ respectively. In particular, for the ground-state density-matrix $\rho_0$, the functional is strictly increasing with respect to all variations in occupation num-
bers. The discontinuity in the occupation number derivative of the penalty functional at idempotency is required because of the non-variational behaviour of the total energy with respect to these variations (section 4.2). The behaviour of the penalty functional for unconstrained occupation number variation is plotted in figure 6.1, and in figure 6.2 the total functional is sketched schematically for several representative values of the parameter $\alpha$. This demonstrates how the minimising density-matrix is idempotent only for $\alpha \geq \alpha_c$.

![Figure 6.2: Schematic illustration of Kohn’s variational principle: behaviour of the total energy (black) and total functional (red) for representative values of $\alpha$.](image)

### 6.1.2 Implementation problems

The conjugate gradients algorithm for minimising functions is described in appendix B. Throughout the lengthy derivation it is clear that the useful results obtained and the remarkably simple final result are due to the special properties of quadratic functions. Any function may be expanded in the form of a Taylor series about an analytic point, and around a minimum where the first order term from the gradient vanishes, a quadratic function is generally a good approximation. However, we note that the Kohn penalty functional has a branch point from the square-root function exactly at the ground-state minimum which we seek, and so the function cannot be Taylor-expanded there. Local information from the gradient cannot be used to infer the global shape of the function. This is illustrated in figure 6.3 for the case of a parabolic interpolation to find a line minimum based upon the gradient and a trial step, but the problem is even worse in the multi-dimensional space since the “conjugate” directions constructed from the gradients will not point in the direction of the ground-state minimum.

This problem is reflected in the very poor convergence when an attempt is made to minimise the functional using conjugate gradients: the steepest descents method actually
performs better because it does not assume global quadratic behaviour. Also, the penalty functional does not vanish at the minimum sufficiently quickly as the parameter $\alpha$ is increased. However, the root-mean-square error in the occupation numbers $\overline{\delta F}$, given by

$$\overline{\delta F} = \frac{\mathcal{P}[\rho]}{\sqrt{N/2}}$$

(6.14)

in fact decays more rapidly, so that the total energy calculated at the minimum is quite accurate, although it is neither variational nor an upper bound. Also, although the total functional $\mathcal{Q}[\rho; \mu, \alpha]$ decreases monotonically, the total energy does not. Thus no advantage is gained by using the variational property, since it can only be applied to the total energy when $\mathcal{P}[\rho] = 0$. The variational property of the total functional is that it is minimal at the ground-state, but this minimum is defined in terms of the functional taking its minimum value there, not in terms of a vanishing gradient (the gradient being undefined at the ground-state). Because of the non-variational behaviour of the total energy with respect to the occupation numbers at the ground-state, it is impossible to construct a penalty functional which has a continuous first derivative at the ground-state and also results in a variational principle for the total energy.

In figure 6.4 we present the results of tests on an 8-atom silicon cell to demonstrate...
the behaviour of the functional. As the penalty functional parameter $\alpha$ is increased, both the contribution of the penalty functional to the total functional $\alpha \mathcal{P}[\rho]$, and the root mean square error in the occupation numbers $\delta f$ decrease, but not rapidly enough with $\alpha$ since the number of iterations required to reach convergence increases with $\alpha$ making the calculations too expensive for practical applications. For example, the number of iterations required to converge the total functional to 0.01 eV per atom increases by a factor of more than ten when $\alpha$ is increased from 100 eV to 1000 eV. Even with the smaller value for $\alpha$, the rate of convergence is much slower than traditional methods, and this is due to the incompatibility of the functional with the conjugate gradients scheme.

### 6.2 Corrected penalty functional method

#### 6.2.1 Derivation of the correction

In this section we present a new method to perform total energy calculations using a penalty functional to enforce idempotency approximately. We define a generalised energy
functional $Q[\rho; \alpha]$ for trial density-matrices $\rho$ by

$$Q[\rho; \alpha] = E[\rho] + \alpha P[\rho].$$  (6.15)

$P[\rho]$ represents the penalty functional, which in this new method is required to be analytic at all points so that efficient minimisation schemes such as conjugate gradients may be applied. The simplest example is to take the square of Kohn’s penalty functional i.e.

$$P[\rho] = \int \mathrm{d}r \left( \rho^2 (1 - \rho)^2 \right) (r, r) = \sum_i f_i^2 (1 - f_i)^2,$$  (6.16)

but other choices are also possible (section 6.2.2). This penalty functional is sketched in figure 6.5. Since the penalty functional becomes large as the density-matrix becomes less idempotent, minimisation of the total functional $Q[\rho; \alpha]$ is stable against run-away solutions in which $f_i \to \infty$ for occupied bands and $f_i \to -\infty$ for unoccupied bands. However, as illustrated in the sketch in figure 6.6, the minimising density-matrix is only approximately idempotent. In this particular case of an unoccupied band, the total functional is minimised when this band is negatively occupied i.e. for $f_i < 0$. In general the minimising density-matrix $\rho$ will have eigenvalues lying outside the interval $[0, 1]$, so that the energy calculated from such a density-matrix will be below the true ground-state energy.

We denote the set of occupation numbers which minimise the total functional $Q[\rho; \alpha]$
Figure 6.6: Schematic illustration of the analytic penalty functional: behaviour of the total energy (black) and total functional (red) with respect to a single occupation number for an unoccupied band.

by \( \{ \tilde{f}_i \} \) and the errors in these occupation numbers with respect to idempotency by \( \tilde{f}_i = f_i^{(0)} + \delta f_i \) where \( f_i^{(0)} = 1 \) for occupied bands and \( f_i^{(0)} = 0 \) for unoccupied bands. Since \( Q[\rho; \alpha] \) is minimised by \( \tilde{\rho} \), it is a minimum with respect to all changes in the occupation numbers which maintain the normalisation constraint

\[
2 \int d\mathbf{r} \rho(\mathbf{r}, \mathbf{r}) = 2 \sum_i f_i = N \tag{6.17}
\]

which is imposed by introducing a Lagrange multiplier \( \lambda \):

\[
\frac{\partial}{\partial f_i} \left[ Q[\rho; \alpha] - \lambda \left( 2 \sum_j f_j - N \right) \right]_{f_i = \tilde{f}_i} = 0. \tag{6.18}
\]

Using Janak’s theorem for the derivative of the energy functional we obtain

\[
\tilde{\varepsilon}_i + \alpha \tilde{f}_i \left( 1 - \tilde{f}_i \right) \left( 1 - 2 \tilde{f}_i \right) - \lambda = 0 \tag{6.19}
\]
in which \( \{ \varepsilon_i \} \) are the eigenvalues of the Hamiltonian obtained from the electronic density \( \tilde{n}(r) = 2 \tilde{\rho}(r, r) \) and are therefore different from the true ground-state eigenvalues. Assuming \( \alpha \) to be sufficiently large so that the errors \( \{ \delta f_i \} \) are small,

\[
\delta f_i \approx -\frac{\varepsilon_i - \lambda}{\alpha}.
\]  

(6.20)

Application of the normalisation constraint 6.17 requires \( \sum_i \delta f_i = 0 \) from which we obtain the value of the Lagrange multiplier \( \lambda \):

\[
\lambda = \frac{2}{N} \sum_i \varepsilon_i
\]  

(6.21)

which is the mean energy eigenvalue. The variance of the errors in the occupation numbers is thus related to the variance of the energy eigenvalues, scaled by the parameter \( \alpha \). Therefore, as is intuitively expected, the errors in the occupation numbers decrease as \( \alpha \) is increased. More precisely, \( \delta f_i \propto \alpha^{-1} \) and this behaviour is confirmed numerically in figure 6.7.

---

**Figure 6.7:** Variation of the occupation number errors with \( \alpha \). Lines show the best fit to \( \alpha^{-1} \) behaviour.
For small deviations from idempotency, the penalty functional $P[\tilde{\rho}] \approx \sum_i \delta f_i^2$ so that the penalty contribution to the minimised total functional, $\alpha P[\tilde{\rho}]$ also decreases in proportion to $\alpha^{-1}$. Hence the energy approaches the true ground-state energy as $\alpha \to \infty$, again with an error which decreases as $\alpha^{-1}$. This $\alpha^{-1}$ convergence is unsatisfactory for practical applications, since it requires large values of $\alpha$ to obtain accurate estimates of the ground-state energy, and for large values of $\alpha$ the penalty term dominates the total functional and hinders efficient minimisation of the energy term. We now proceed to derive a correction to the estimated energy which allows accurate values for the ground-state energy to be obtained from the approximately idempotent density-matrices which minimise the total functional.

At the minimum of the total functional,

$$\frac{\partial Q[\rho; \alpha]}{\partial f_i} \bigg|_{f_i = \tilde{f}_i} = 0 = \frac{\partial E[\rho]}{\partial f_i} \bigg|_{f_i = \tilde{f}_i} + 2\alpha \tilde{f}_i (1 - \tilde{f}_i) (1 - 2\tilde{f}_i)$$

(6.22)

and this expression can be used to construct a first order Taylor expansion for the total energy with respect to the occupation numbers. We thus estimate the true ground-state energy $E_0$ to be

$$E_0 = E[\rho_0] \approx E[\tilde{\rho}] + 2\alpha \sum_i \tilde{f}_i (1 - \tilde{f}_i) (1 - 2\tilde{f}_i) \delta f_i.$$  

(6.23)

For occupied bands, $\delta f_i = \tilde{f}_i - 1$ whereas for unoccupied bands $\delta f_i = \tilde{f}_i$ so that

$$E_0 \approx E[\tilde{\rho}] - 2\alpha \sum_i \tilde{f}_i (1 - \tilde{f}_i)^2 (1 - 2\tilde{f}_i) + 2\alpha \sum_{i \text{occ}} \tilde{f}_i (1 - \tilde{f}_i) (1 - 2\tilde{f}_i).$$

(6.24)

The first term of the correction has been written as a sum over all bands so that it can be expressed in terms of the trace $2\alpha \text{Tr} \left[ \tilde{\rho} (1 - \tilde{\rho})^2 (1 - 2\tilde{\rho}) \right]$ which can always be evaluated in $O(N)$ operations. The second term only contributes when unoccupied bands are included in the calculation, which is not necessary for insulators. Since a single eigenvalue of the (sparse) density-matrix can always be obtained in $O(N)$ operations, it is possible to evaluate the correction for a small number ($\ll N$) of unoccupied bands and retain the linear-scaling. However, we note that the correction need only be calculated once the minimum of the total functional has been found, so that a single $O(N^2)$ step to obtain all of the occupation numbers will still be a tiny fraction of the total computational effort.

The error in a Taylor expansion is generally estimated by considering the lowest order
term omitted, which in this case is

\[
\frac{1}{2} \sum_{ij} \delta f_i \frac{\partial^2 E[\rho]}{\partial f_i \partial f_j} \bigg|_{f_i = f_i, f_j = f_j} \delta f_j = \sum_{ij} \delta f_i \frac{\partial \varepsilon_i}{\partial f_j} \bigg|_{f_j = f_j} \delta f_j \approx \sum_{ij} \delta f_i \mathcal{H}_{ij} \delta f_j \tag{6.25}
\]

where \( \mathcal{H}_{ij} \) is the chemical hardness matrix. Unfortunately this matrix is not guaranteed to be either positive or negative definite, and so the estimate of the ground-state energy 6.24 is not a strict upper or lower bound to the true energy. As will be seen shortly, this error is generally much smaller than other sources of error (such as the finite support region size, with respect to which the energy does behave variationally) so that this is not an issue in practice.

In figure 6.8 the energy, total functional and corrected energy are plotted for different values of the parameter \( \alpha \). These results confirm the \( \alpha^{-1} \) behaviour of the energy and penalty functionals, and the error in the corrected energy even for \( \alpha = 50 \) eV is smaller than \( 10^{-4} \) eV per atom. Thus we have achieved our aim of being able to obtain accurate estimates of the ground-state energy from approximate density-matrices which minimise the total functional for values of \( \alpha \) for which efficient minimisation is possible.

![Figure 6.8: Total energy, total functional and corrected energy versus \( \alpha \). Lines are best fits to \( \alpha^{-1} \) behaviour.](image_url)
6.2.2 Further examples of penalty functionals

Before studying the efficiency of the minimisation procedure when applied to the total functional described above in section 6.2.1, we mention two further examples of penalty functionals which are suitable for this approach.

The first is applicable for positive semi-definite trial density-matrices. This requirement can be satisfied in practice by writing the density-kernel $K$ in terms of an auxiliary matrix $T$ as $K = TT^\dagger$ (see section 4.4.2). Since the eigenvalues of such a density-matrix must be non-negative, variation of the energy functional alone is sufficient to drive the occupation numbers of unoccupied bands to zero, and the penalty functional need only impose the occupation numbers of the occupied bands to lie close to unity. An appropriate penalty functional is then

$$P[\rho] = \int d\mathbf{r} \left[ \rho (1 - \rho)^2 \right](\mathbf{r}, \mathbf{r}) = \sum_i f_i (1 - f_i)^2,$$

and the corresponding energy correction is

$$E_0 \approx E[\bar{\rho}] - \alpha \sum_i (1 - 3 \bar{f}_i)(1 - \bar{f}_i)^2 + \alpha \sum_{i \text{ unocc}} (1 - 3 \bar{f}_i)(1 - \bar{f}_i).$$

Numerical investigation has shown that the occupation numbers of the unoccupied bands do indeed become very small but positive when this scheme is used.

The second penalty functional is applicable only when no unoccupied bands are included in the calculation. In this case, all of the occupation numbers should equal unity and so an appropriate penalty functional is

$$P[\rho] = \int d\mathbf{r} (1 - \rho)^2(\mathbf{r}, \mathbf{r}) = \sum_i (1 - f_i)^2.$$

The corresponding correction to the total energy in this case is

$$E_0 \approx E[\bar{\rho}] + 2\alpha \sum_i (1 - \bar{f}_i)^2.$$ 

Both of these penalty functionals have been tested, and the results are very similar to those presented for the original functional in the previous section. These penalty functionals are plotted in figure 6.9.
6. Penalty Functionals

6.2.3 Minimisation efficiency

In this section we discuss the efficiency of the conjugate gradients algorithm to minimise the total functional. We restrict the discussion to the penalty functional introduced in section 6.2.1. The total functional derived from this penalty functional appears to possess multiple local minima since the penalty functional itself is minimal for all idempotent density-matrices. However, most of these local minima do not correspond to density-matrices obeying the correct normalisation constraint and are therefore eliminated by imposing this constraint during the minimisation, as will be shown in chapter 7. Of the remaining minima, only one corresponds to the situation in which the lowest bands are occupied, and when the support functions are also varied, all other minima become unstable with respect to this one (i.e. these are minima with respect to occupation number variations but not orbital variations). Numerical investigations into this matter have been carried out and no problems arising from multiple minima have been observed (the minimised total functional has the same value independent of the starting point).

The efficiency with which the conjugate gradients scheme is able to minimise a function is known to depend upon the condition number $\kappa$, the ratio of the largest curvature to the smallest curvature at the minimum. The condition number may be calculated exactly by determining the Hessian matrix at the minimum, but may also be estimated as follows [153].

Consider the minimising density-matrix $\bar{\rho}$ expanded in terms of a set of orthonormal orbitals $\{\bar{\varphi}_i(\mathbf{r})\}$:

$$\bar{\rho}(\mathbf{r}, \mathbf{r}') = \sum_i \bar{f}_i \bar{\varphi}_i(\mathbf{r}) \bar{\varphi}_i(\mathbf{r}') \cdot (6.30)$$
Consider first perturbing the occupation numbers subject to the normalisation constraint i.e. increasing the occupation of some orbital labelled $J$ by $x$ at the expense of another orbital labelled $I$. The density-matrix becomes

$$
\rho(r, r') = \bar{\rho}(r, r') - x\varphi_I(r)\varphi_J(r') + x\varphi_J(r)\varphi_I(r')
$$

(6.31)

Defining $\bar{Q} = Q[\rho; \alpha]$ and using the orthonormality of the orbitals,

$$
Q[\rho; \alpha] = \bar{Q} + x(\xi_J - \xi_I) - \alpha[2x\{\bar{f}_I(1 - 2\bar{f}_I)(1 - \bar{f}_I) + \bar{f}_J(1 - 2\bar{f}_J)(1 - \bar{f}_J)\}
- 2x^2\{1 - 3\bar{f}_I(1 - \bar{f}_I) - 3\bar{f}_J(1 - \bar{f}_J)\} - 4x^3(1 - \bar{f}_I - \bar{f}_J) - 2x^4]
$$

(6.32)

and the curvature at the minimum is

$$
\frac{\partial^2 Q[\rho; \alpha]}{\partial x^2}\bigg|_{x=0} = 4\alpha\left[1 - 3\bar{f}_I(1 - \bar{f}_I) - 3\bar{f}_J(1 - \bar{f}_J)\right].
$$

(6.33)

Assuming that $\bar{\rho}$ is approximately idempotent so that both $\bar{f}_I$ and $\bar{f}_J$ are either roughly zero or unity,

$$
\frac{\partial^2 Q[\rho; \alpha]}{\partial x^2}\bigg|_{x=0} \approx 4\alpha
$$

(6.34)

i.e. to first order, the curvature is independent of the choice of orbitals $I$ and $J$ so that the functional is spherical when this type of variation is considered, and the condition number is approximately unity.

The second type of variation is a unitary transformation of the orbitals i.e. $\varphi_I(r) = (1 - \frac{1}{2}x^2)\varphi_I(r) + x\varphi_J(r)$ and $\varphi_J(r) = (1 - \frac{1}{2}x^2)\varphi_J(r) - x\varphi_I(r)$, which maintains normalisation of the density-matrix to $O(x^3)$. In this case

$$
\rho(r, r') = \bar{\rho}(r, r') + x(\bar{f}_I - \bar{f}_J)\varphi_I(r)\varphi_J(r') + x(\bar{f}_J - \bar{f}_I)\varphi_J(r)\varphi_I(r')
+ x^2(\bar{f}_J - \bar{f}_I)\varphi_I(r)\varphi_I(r') + x^2(\bar{f}_I - \bar{f}_J)\varphi_J(r)\varphi_J(r') + O(x^3)
$$

(6.35)

and similarly

$$
Q[\rho; \alpha] = \bar{Q} + x^2(\bar{f}_I - \bar{f}_J)(\xi_J - \xi_I) + O(x^3)
$$

(6.36)

so that

$$
\frac{\partial^2 Q[\rho; \alpha]}{\partial x^2}\bigg|_{x=0} = 2(\bar{f}_I - \bar{f}_J)(\xi_J - \xi_I).
$$

(6.37)

The maximum curvature is thus obtained when $\bar{f}_I \approx 1$ and $\bar{f}_J \approx 0$ and equals $2(\bar{\varepsilon}_{\text{max}} - \bar{\varepsilon}_{\text{min}})$ where $\bar{\varepsilon}_{\text{max}}$ and $\bar{\varepsilon}_{\text{min}}$ are the maximum and minimum energy eigenvalues of the orbitals.
\{\varphi_i(\mathbf{r})\}. The minimum curvature is obtained when $\tilde{f}_I \approx \tilde{f}_J$ and is therefore

$$2(\delta f_I - \delta f_J)(\varepsilon_J - \varepsilon_I) = \frac{2(\varepsilon_J - \varepsilon_I)^2}{\alpha} = \frac{2(\Delta \varepsilon)^2}{\alpha}$$

(6.38)

where $\Delta \varepsilon$ is the minimum energy eigenvalue spacing. This curvature corresponds to unitary changes confined within the occupied or unoccupied subspaces with no mixing between, and the energy is indeed invariant under such changes. However, choosing to work with localised functions essentially defines a particular unitary transformation for the wavefunctions, so that these variations are generally eliminated. If this is the case, then the minimum curvature will then be obtained in the same way as the maximum curvature, but seeking the minimum difference in energy eigenvalues between valence and conduction bands, which is the band gap $\varepsilon_g$. The minimum curvature is thus $2\varepsilon_g$ and the condition number is given by

$$\kappa = \frac{\varepsilon_{\text{max}} - \varepsilon_{\text{min}}}{\varepsilon_g}.$$

(6.39)

This is an encouraging result, since the condition number is independent of the system-size.

The length of the error vector after $k$ iterations, $\eta_k$ is related to $\kappa$ by [154]

$$\eta_k \propto \left(\frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1}\right)^k$$

(6.40)

and the number of iterations required to converge to a given precision is therefore proportional to $\sqrt{\kappa}$ in the limit of large $\kappa$, and so independent of system-size.

Reviewing the results for both types of variation, we note that the minimisation with respect to occupation numbers (the first type) is very efficient, since $\kappa \approx 1$, whereas the minimisation with respect to orbitals is less efficient, depending upon the ratio of the total width of the eigenvalue spectrum to the band gap. Preconditioning schemes to compress the eigenvalue spectrum have been developed for use with plane-waves [81] and also with $B$-splines [155], and a similar scheme for the spherical-wave basis functions would also improve the rate of convergence. Nevertheless, we do not expect a significant change in the number of conjugate gradient steps required to converge to the minimum as the system-size increases. In practical implementations, discussed in chapter 7, these two types of variation are not strictly separated, both the occupation numbers and the orbitals being varied simultaneously, so that these results are hard to confirm numerically, although no significant increase in the number of iterations required to converge to a given accuracy is observed as the system-size increases.
Chapter 7

Computational implementation

In this chapter we describe how the corrected penalty functional method described in section 6.2 has been implemented in a total energy computer code to perform linear-scaling quantum-mechanical calculations on arbitrary systems.

As mentioned in section 4.6, the density-matrix is represented in the form

$$\rho(r, r') = \phi_\alpha(r) K^{\alpha \beta} \phi_\beta(r').$$

(7.1)

We refer to the contravariant quantity $K^{\alpha \beta}$ as the density-kernel, and the covariant quantities $\{\phi_\alpha(r)\}$ are localised non-orthogonal support functions, which are themselves expanded in terms of the spherical-wave basis-set of chapter 5:

$$\phi_\alpha(r) = \sum_{nlm} c_{(\alpha)}^{nlm} \chi_{\alpha,n\beta}(r).$$

(7.2)

We now proceed to express the total energy and penalty functional in terms of these quantities, and also to calculate gradients with respect to the density-kernel and expansion coefficients $\{c_{(\alpha)}^{nlm}\}$. We will also discuss the implementation of the normalisation constraint and also how the convergence might be improved by the use of a preconditioning scheme for the gradients.

7.1 Total energy and Hamiltonian

A quantity which is frequently required is the overlap matrix $S_{\alpha\beta}$ defined by

$$S_{\alpha\beta} = \int dr \, \phi_\beta(r) \phi_\alpha(r).$$

(7.3)
The overlap matrix elements between the spherical-wave basis functions can be calculated analytically (section 5.4), and are denoted $S_{\alpha,n\ell m;\beta,n'\ell' m'}$ where

$$S_{\alpha,n\ell m;\beta,n'\ell' m'} = \langle \chi_{\alpha,n\ell m} | \chi_{\beta,n'\ell' m'} \rangle$$

so that the overlap matrix elements are given by

$$S_{\alpha\beta} = \sum_{n\ell m,n'\ell' m'} c_{\alpha n\ell m}^* c_{\beta n'\ell' m'} S_{\alpha,n\ell m;\beta,n'\ell' m'}$$

recalling that the support functions may be assumed real in the case of Γ-point Brillouin zone sampling.

### 7.1.1 Kinetic energy

The kinetic energy of the non-interacting Kohn-Sham system is given by

$$T_n = -\int d\mathbf{r}' \left[ \nabla^2 \rho(\mathbf{r}, \mathbf{r}') \right]_{\mathbf{r}=\mathbf{r}'} = 2K_{\alpha\beta}T_{\beta\alpha}$$

in which

$$T_{\alpha\beta} = \frac{1}{2} \int d\mathbf{r} \phi_\alpha(\mathbf{r}) \nabla^2 \phi_\beta(\mathbf{r})$$

are the matrix elements of the kinetic energy operator in the representation of the support functions. Since all of the matrix elements between the spherical-wave basis functions can be calculated analytically,

$$T_{\alpha\beta} = \sum_{n\ell m,n'\ell' m'} c_{\alpha n\ell m}^* c_{\beta n'\ell' m'} T_{\alpha,n\ell m;\beta,n'\ell' m'}$$

where $T$ denotes matrix elements of the kinetic energy operator between spherical-wave basis functions.

### 7.1.2 Hartree energy and potential

The Hartree and exchange-correlation terms are calculated by determining the electronic density on a real-space grid $n(\mathbf{r})$, and Fast Fourier Transforms (FFTs) are used to transform
between real- and reciprocal-space \(^1\) to obtain \(\tilde{n}(\mathbf{G})\). The Hartree energy is then given by

\[
E_H = \frac{1}{2} \int \mathrm{d}\mathbf{r} \, \mathrm{d}\mathbf{r}' \frac{n(\mathbf{r})n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} = \frac{2\pi}{\Omega_{\text{cell}}} \sum_{\mathbf{G} \neq 0} \frac{|	ilde{n}(\mathbf{G})|^2}{G^2}
\]

(7.9)

where \(\Omega_{\text{cell}}\) is the volume of the supercell and the (infinite) \(\mathbf{G} = 0\) term is omitted because the system is charge neutral overall. This term is therefore cancelled by similar terms in the ion-ion and electron-ion interaction energies. The Hartree potential in real-space is given by

\[
V_{\text{H}}(\mathbf{r}) = \int \mathrm{d}\mathbf{r}' \frac{n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|}
\]

(7.10)

but is calculated in reciprocal-space as

\[
\tilde{V}_{\text{H}}(\mathbf{G}) = \frac{4\pi \tilde{n}(\mathbf{G})}{\Omega_{\text{cell}} G^2}
\]

(7.11)

and then transformed back into real-space by a FFT.

### 7.1.3 Exchange-correlation energy and potential

Having calculated the electron density on the grid points, the exchange-correlation energy is obtained by summing over those grid points

\[
E_{xc} = \delta \omega \sum_{\mathbf{r}} n(\mathbf{r}) \epsilon_{xc}(n(\mathbf{r}))
\]

(7.12)

in the local density approximation. \(\delta \omega\) is the volume of the supercell divided by the number of grid points. The exchange-correlation potential is similarly calculated at each grid point as

\[
V_{xc}(\mathbf{r}) = \left[ \frac{d}{dn} \{n\epsilon_{xc}(n)\} \right]_{n=n(\mathbf{r})}.
\]

(7.13)

In practice, the values of \(\epsilon_{xc}(n)\) and \(\frac{d}{dn} [n\epsilon_{xc}(n)]\) are tabulated for various values of the electronic density \(n\) and then interpolated during the calculation.

\(^1\)The conventions used here for discrete Fourier transforms are

\[
\tilde{n}(\mathbf{G}) = \sum_{\mathbf{r}} n(\mathbf{r}) \exp(-i\mathbf{G} \cdot \mathbf{r}) \quad ; \quad n(\mathbf{r}) = \frac{1}{\Omega_{\text{cell}}} \sum_{\mathbf{G}} \tilde{n}(\mathbf{G}) \exp(i\mathbf{G} \cdot \mathbf{r}).
\]
7.1.4 Local pseudopotential

Like the Hartree potential, the local pseudopotential is also calculated in reciprocal-space as

\[ V_{\text{ps}, \text{loc}}(\mathbf{G}) = \sum_s \tilde{v}_{\text{ps}, \text{loc}}^s(\mathbf{G}) \tilde{s}^s(\mathbf{G}) \]  

(7.14)

where the summation is over ionic species \( s \), \( \tilde{v}_{\text{ps}, \text{loc}}^s(\mathbf{G}) \) is the local pseudopotential for an isolated ion of species \( s \) in reciprocal-space and \( \tilde{s}^s(\mathbf{G}) \) is the structure factor for species \( s \) defined by

\[ \tilde{s}^s(\mathbf{G}) = \sum_\alpha \exp[-i\mathbf{G} \cdot \mathbf{r}_\alpha^s] \]  

(7.15)

where the sum is over all ions \( \alpha \) of species \( s \) with positions \( \mathbf{r}_\alpha^s \). We note that in general the calculation of the structure factor is an \( \mathcal{O}(N^2) \) operation, but since it only has to be calculated once for each atomic configuration, it is not a limiting factor of the overall calculation at this stage. Within the quantum chemistry community, work on generalised multipole expansions and new algorithms [156–162] has led to the development of methods to calculate Coulomb interaction matrix elements which scale linearly with system-size. The local pseudopotential energy can be calculated in reciprocal-space as

\[ E_{\text{ps,loc}} = \int \, d\mathbf{r} \, V_{\text{ps,loc}}(\mathbf{r})n(\mathbf{r}) \]

\[ = \sum_{\mathbf{G} \neq 0} \sum_s \tilde{v}_{\text{ps}, \text{loc}}^s(\mathbf{G}) \tilde{s}^s(\mathbf{G}) + \sum_s N_s E_{\text{ps,core}}^s \]

\[ = 2K^{\alpha\beta}V_{\text{loc,}\alpha\beta} \]  

(7.16)

where \( E_{\text{ps,core}}^s \) is the pseudopotential core energy, and \( N_s = \tilde{s}^s(\mathbf{G} = 0) \) the number of ions of species \( s \). The matrix elements \( V_{\text{loc,}\alpha\beta} \) are defined by

\[ V_{\text{loc,}\alpha\beta} = \int \, d\mathbf{r} \, \phi_\alpha(\mathbf{r})V_{\text{ps,loc}}(\mathbf{r})\phi_\beta(\mathbf{r}) \]  

(7.17)

The Hartree potential and local pseudopotential can be summed and then transformed back together into real-space and added to the exchange-correlation potential to obtain the local part of the Kohn-Sham potential in real-space.

We note that the FFT is not strictly an \( \mathcal{O}(N) \) operation but an \( \mathcal{O}(N \log_m N) \) operation (where \( m \) is some small number which depends upon the prime factors of the number of grid points), but in practice (section 9.2) this scaling is not observed.
7.1.5 Non-local pseudopotential

The non-local pseudopotential energy is given by

$$E_{\text{ps, NL}} = \int \rho(r', r) V_{\text{ps, NL}}(r', r) \, dr \, dr' = 2 K^{\alpha \beta} V_{\text{NL, } \beta \alpha}. \quad (7.18)$$

The matrix elements of the non-local pseudopotential in the representation of the support functions $V_{\text{NL, } \alpha \beta}$ are calculated by summing over all ions whose cores overlap the support regions of $\phi_\alpha$ and $\phi_\beta$, and using the method described in section 5.6.2 to calculate the spherical-wave basis function matrix elements $V_{\alpha, n\ell m; \beta, n'\ell' m'}$ analytically. The result is therefore

$$V_{\text{NL, } \alpha \beta} = \sum_{n\ell m, n'\ell' m'} c_{n\ell m}^{(\alpha)} V_{\alpha, n\ell m; \beta, n'\ell' m'} c_{n'\ell' m'}^{(\beta)} \quad (7.19)$$

which is of exactly the same form as the kinetic energy, so that in practice the basis function matrix elements for the kinetic energy and non-local pseudopotential are summed and the two contributions to the energy combined.

7.2 Energy gradients

Having calculated the total energy, both the density-kernel $K^{\alpha \beta}$ and the expansion coefficients for the localised orbitals $\{c_{n\ell m}^{(\alpha)}\}$ are varied. Because of the non-orthogonality of the support functions, it is necessary to take note of the tensor properties of the gradients [163], as noted in section 4.6.

7.2.1 Density-kernel derivatives

The total energy depends upon $K^{\alpha \beta}$ both explicitly and through the electronic density $n(r)$. We use the result

$$\frac{\partial K^{ij}}{\partial K^{\alpha \beta}} = \delta^{i}_{\alpha} \delta^{j}_{\beta}. \quad (7.20)$$

Kinetic and pseudopotential energies

From equations 7.6, 7.16 and 7.18 we have that

$$E_{\text{kin, ps}} = T^i_i + E_{\text{ps, loc}} + E_{\text{ps, NL}} = 2 K^{ij} (T + V_{\text{loc}} + V_{\text{NL}})_{ji} \quad (7.21)$$

and therefore

$$\frac{\partial E_{\text{kin, ps}}}{\partial K^{\alpha \beta}} = 2 (T + V_{\text{loc}} + V_{\text{NL}})_{\beta \alpha}. \quad (7.22)$$
Hartree and exchange-correlation energies

The sum of the Hartree and exchange-correlation energies, $E_{\text{Hxc}}$, depends only on the density so that

$$\frac{\partial E_{\text{Hxc}}}{\partial K^{\alpha\beta}} = \int d\mathbf{r} \frac{\delta E_{\text{Hxc}}}{\delta n(\mathbf{r})}\frac{\partial n(\mathbf{r})}{\partial K^{\alpha\beta}}.$$  \hfill (7.23)

The functional derivative of the Hartree-exchange-correlation energy with respect to the electronic density is simply the sum of the Hartree and exchange-correlation potentials, $V_{\text{Hxc}}(\mathbf{r})$. The electronic density is given in terms of the density-kernel by

$$n(\mathbf{r}) = 2\phi_i(\mathbf{r})K^{ij}\phi_j(\mathbf{r})$$  \hfill (7.24)

so that we obtain

$$\frac{\partial n(\mathbf{r})}{\partial K^{\alpha\beta}} = 2\phi_\alpha(\mathbf{r})\phi_\beta(\mathbf{r}).$$  \hfill (7.25)

Finally, therefore

$$\frac{\partial E_{\text{Hxc}}}{\partial K^{\alpha\beta}} = 2\int d\mathbf{r} \phi_\beta(\mathbf{r})V_{\text{Hxc}}(\mathbf{r})\phi_\alpha(\mathbf{r}) = 2V_{\text{Hxc},\beta\alpha}.$$  \hfill (7.26)

Total energy

Defining the matrix elements of the Kohn-Sham Hamiltonian in the representation of the support functions by

$$H_{\alpha\beta} = T_{\alpha\beta} + V_{\text{Hxc},\alpha\beta} + V_{\text{loc},\alpha\beta} + V_{\text{NL},\alpha\beta}$$  \hfill (7.27)

the derivative of the total energy with respect to the density-kernel is simply

$$\frac{\partial E}{\partial K^{\alpha\beta}} = 2H_{\beta\alpha}.$$  \hfill (7.28)

7.2.2 Support function derivatives

Again we can treat the kinetic and pseudopotential energies together, and the Hartree and exchange-correlation energies together. We use the result that

$$\frac{\partial \phi_i(\mathbf{r})}{\partial \phi_\alpha(\mathbf{r}')} = \delta_i^\alpha \delta(\mathbf{r} - \mathbf{r}').$$  \hfill (7.29)

Kinetic and pseudopotential energies

We define the kinetic energy operator $\hat{T} = -\frac{1}{2}\nabla^2$, whose matrix elements are

$$T_{ij} = \int d\mathbf{r} \phi_i(\mathbf{r})\hat{T}\phi_j(\mathbf{r}).$$  \hfill (7.30)
Since the operator is Hermitian,

\[
\frac{\delta T_{ij}}{\delta \phi_\alpha(r)} = \delta_i^\alpha \tilde{T}_j \phi_j(r) + \delta_j^\alpha \tilde{T}_i \phi_i(r).
\] (7.31)

Therefore

\[
\frac{\delta T^j}{\delta \phi_\alpha(r)} = 2 \frac{\delta}{\delta \phi_\alpha(r)} (K^{ij} T_{ji}) = 2 K^{ij} \frac{\delta T_{ji}}{\delta \phi_\alpha(r)} = 4K^{\alpha \beta} \tilde{T} \phi_\beta(r).
\] (7.32)

The derivation for the pseudopotential energy is identical with the replacement of \( \tilde{T} \) by the pseudopotential operator, and so the result for the sum of these energies is just

\[
\frac{\delta E_{\text{kin, ps}}}{\delta \phi_\alpha(r)} = 4K^{\alpha \beta} (\tilde{T} + \tilde{V}_{\text{ps, tot}}) \phi_\beta(r).
\] (7.33)

**Hartree and exchange-correlation energies**

Again this gradient is derived by considering the change in the electronic density.

\[
\frac{\partial n(r')}{\partial \phi_\alpha(r)} = 2 \left[ K^{\alpha \beta} \delta(r - r') \phi_\beta(r') + \phi_\alpha(r') \delta(r - r') K^{\beta \alpha} \right].
\] (7.34)

Therefore

\[
\frac{\delta E_{\text{Hxc}}}{\delta \phi_\alpha(r)} = \int dr' \frac{\delta E_{\text{Hxc}}}{\delta n(r')} \frac{\partial n(r')}{\partial \phi_\alpha(r)} = \int dr' \tilde{V}_{\text{Hxc}}(r') \frac{\partial n(r')}{\partial \phi_\alpha(r)} = 4K^{\alpha \beta} \tilde{V}_{\text{Hxc}} \phi_\beta(r).
\] (7.35)

**Total energy**

The gradient of the total energy with respect to changes in the support functions is

\[
\frac{\delta E}{\delta \phi_\alpha(r)} = 4K^{\alpha \beta} \tilde{H} \phi_\beta(r)
\] (7.36)

where \( \tilde{H} \) is the Kohn-Sham Hamiltonian which operates on \( \phi_\beta(r) \).

### 7.3 Penalty functional and electron number

The penalty functional \( P[\rho] \) is defined by

\[
P[\rho] = \int dr \left( \rho^2 (1 - \rho)^2 \right) (r, r)
\]
\[ \int d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 d\mathbf{r}_4 \rho(\mathbf{r}_1, \mathbf{r}_2) \rho(\mathbf{r}_2, \mathbf{r}_3) [\delta(\mathbf{r}_3, \mathbf{r}_4) - \rho(\mathbf{r}_3, \mathbf{r}_4)] [\delta(\mathbf{r}_4, \mathbf{r}_1) - \rho(\mathbf{r}_4, \mathbf{r}_1)] \]

\[ = K^{ij} S_{jk} K^{kl} S_{lm}(\delta^m_i - K^{mn} S_{np})(\delta^p_j - K^{pq} S_{qi}). \]  

(7.37)

The derivative with respect to the density-kernel is then

\[ \frac{\partial P[\rho]}{\partial K^{\alpha\beta}} = 2S_{\beta i} K^{ij} S_{jk}(\delta^i_m - K^{kl} S_{lm})(\delta^m_\alpha - 2K^{mn} S_{na}). \]  

(7.38)

The penalty functional depends implicitly upon the support functions though the overlap matrix:

\[ \frac{\delta S_{ij}}{\delta \phi_\alpha(\mathbf{r})} = \delta^i_\alpha \phi_j(\mathbf{r}) + \delta^j_\alpha \phi_i(\mathbf{r}) \]  

(7.39)

so that

\[ \frac{\delta P[\rho]}{\delta \phi_\alpha(\mathbf{r})} = 4K^{\alpha i} S_{ij} K^{jk}(\delta^i_m - S_{kl} K^{lm})(\delta^m_\alpha - 2S_{mn} K^{n\beta}) \phi_\beta(\mathbf{r}). \]  

(7.40)

For the sake of completeness, we now describe the expressions for the electron number and its derivatives.

\[ N = 2 \int d\mathbf{r} \rho(\mathbf{r}, \mathbf{r}) = 2K^{ij} S_{ji} \]  

(7.41)

\[ \frac{\partial N}{\partial K^{\alpha\beta}} = 2S_{\beta \alpha} \]  

(7.42)

\[ \frac{\delta N}{\delta \phi_\alpha(\mathbf{r})} = 2K^{\alpha \beta} \phi_\beta(\mathbf{r}) \]  

(7.43)

### 7.4 Physical interpretation

At this stage we examine the energy gradients derived in section 7.2. At the minimum of the total functional \( Q[\beta; \alpha] \),

\[ \frac{\partial Q[\rho; \alpha]}{\partial K^{\alpha\beta}} = 0 = 2H_{\beta \alpha} + 2\alpha [SKS(1 - KS)(1 - 2KS)]_{\beta \alpha}. \]  

(7.44)

Making the Löwdin transformation of this gradient into the representation of a set of orthonormal orbitals (using the results of section 4.6) yields

\[ 2S^{\dagger} \left[ \hat{H} + \alpha \tilde{K} (1 - \tilde{K}) (1 - 2\tilde{K}) \right] S^{\dagger} = 0 \]  

(7.45)

which (pre- and post-multiplying by \( S^{-\dagger} \)) simplifies to

\[ \hat{H} + \alpha \tilde{K} (1 - \tilde{K}) (1 - 2\tilde{K}) = 0. \]  

(7.46)
This result shows that at the minimum, $\tilde{K}$ and $\tilde{H}$ can be diagonalised simultaneously, and will therefore commute. The result of the variation of the density-kernel is to make the density-matrix commute with the Hamiltonian in the representation of the current support functions. Transforming to the diagonal frame by making a unitary transformation (the eigenvalues of $K$ being $f_i$ and those of $\tilde{H}$ being $\varepsilon_i$) we obtain the following relationship:

$$\varepsilon_i + \alpha f_i (1 - f_i)(1 - 2f_i) = 0. \quad (7.47)$$

For the derivative with respect to the support functions we have

$$\frac{\delta Q[\rho; \alpha]}{\delta \varphi_\alpha(r)} = 0 = 4 \left\{ K^{\alpha\beta} \tilde{H} + \alpha [KSK(1 - SK)(1 - 2SK)]^{\alpha\beta} \right\} \phi_\beta(r) \quad (7.48)$$

which can again be transformed first into an orthonormal representation defined by the Löwdin transformation:

$$\varphi_\alpha(r) = \phi_\beta(r) S_{\beta\alpha}^{-\frac{1}{2}} \quad (7.49)$$

to obtain

$$\frac{\delta Q[\rho; \alpha]}{\delta \varphi_\alpha(r)} = \int dr' \frac{\delta Q[\rho; \alpha]}{\delta \phi_\beta(r')} \frac{\partial \phi_\beta(r')}{\partial \varphi_\alpha(r)} = S_{\alpha\beta}^{\frac{1}{2}} \frac{\delta Q[\rho; \alpha]}{\delta \phi_\beta(r)}$$

$$= 4S_{\alpha i}^{\frac{1}{2}} K^{ij} \left[ \tilde{H} + \alpha SK(1 - SK)(1 - 2SK) \right]_{jk}^k S_{kl}^{\frac{1}{2}} \varphi_l(r)$$

$$= 4 \left[ \tilde{K} \left\{ \tilde{H} + \alpha \tilde{K}(1 - \tilde{K})(1 - 2\tilde{K}) \right\} \right]_{\alpha\beta} \varphi_\beta(r). \quad (7.50)$$

Assuming that we have performed the minimisation with respect to the density-kernel for the current support functions, transforming to the representation which simultaneously diagonalises the Hamiltonian and density-matrix, by the unitary transformation $\psi_i(r) = \varphi_\alpha(r) U_{\alpha i}$, yields

$$\frac{\delta Q[\rho; \alpha]}{\delta \psi_i(r)} = U_{ia}^\dagger \frac{\delta Q[\rho; \alpha]}{\delta \varphi_\alpha(r)}$$

$$= 4U_{ia}^\dagger \left\{ \tilde{H} \delta_{jk} + \alpha [SK(1 - SK)(1 - 2SK)]_{jk} \right\} U_{kl} \psi_l(r)$$

$$= 4f_i \left[ \tilde{H} + \alpha f_i (1 - f_i)(1 - 2f_i) \right] \psi_i(r) \quad (7.51)$$

which is a Kohn-Sham-like equation, but where the energy eigenvalue $\varepsilon_i$ does not explicitly appear since no orthonormalisation constraint is explicitly applied. Using equation 7.47, however, yields

$$\frac{\delta Q[\rho; \alpha]}{\delta \psi_i(r)} = 0 = 4f_i \left[ \tilde{H} - \varepsilon_i \right] \psi_i(r) \quad (7.52)$$

and so, at least for $f_i \neq 0$, we see that the support function variations are equivalent to
making the related wave-functions obey the Kohn-Sham equations. The factor of \( f_i \) will slow this convergence for unoccupied bands, since for \( f_i \approx 0 \) the gradient is small. In the next section (7.5) we therefore turn our attention to a potential method for eliminating this problem.

### 7.5 Occupation number preconditioning

The eigenvalues of the Hessian at a stationary point determine the nature and shape of that stationary point. Thus the shape of the ground-state minimum of an energy functional is determined by the eigenvalues of that functional. For the Kohn-Sham scheme these eigenvalues are the \( \{ \varepsilon_i \} \) and the narrower the eigenvalue spectrum, the more “spherical” the minimum, and the easier the functional is to minimise. From equation 4.9 we note that when partial occupation numbers are introduced, the relevant eigenvalue spectrum becomes \( \{ f_i \varepsilon_i \} \). When conduction bands are included in a calculation, their occupation numbers will be vanishingly small near the ground-state minimum, which will therefore be very aspherical, and convergence of these bands will become very slow. This problem has been addressed in the study of metallic systems [164,165] by the method of preconditioning which changes the metric of the parameter space to compress the eigenvalue spectrum and make the minimum more spherical.

With reference to the results in appendix B, we introduce a metric, represented by the matrix \( \mathbf{M} \), such that a new set of variables (denoted by a tilde) is introduced:

\[
\tilde{x} = \mathbf{M} \cdot x
\]

and so that the new gradients are related to the old gradients by

\[
\tilde{g} = \mathbf{M}^{-1} \cdot g.
\]

In the new metric, the conjugate directions are defined (see appendix B) by

\[
\tilde{p}_{r+1} = -\tilde{g}_{r+1} + \tilde{\beta}_r \tilde{p}_r
\]

\[
\tilde{\beta}_r = \frac{\tilde{g}_{r+1} \cdot \tilde{g}_{r+1}}{\tilde{g}_r \cdot \tilde{g}_r}
\]

where we have adopted the Fletcher-Reeves method (B.22) for calculating \( \beta_r \). The line minimum is given by

\[
\tilde{x}_{r+1} = \tilde{x}_r + \alpha_r \tilde{p}_r
\]
which can be rewritten in terms of the original variables as

\[ M \cdot x_{r+1} = M \cdot x_r + \alpha_r \hat{p}_r \]
\[ \Rightarrow x_{r+1} = x_r + \alpha_r M^{-1} \cdot \hat{p}_r. \]  

(7.58)

This identifies \( M^{-1} \cdot \hat{p}_r \) as the set of preconditioned conjugate gradients for the original variables in the original space. These directions \( \{P_r\} \) are thus given by

\[ P_{r+1} = M^{-1} \cdot \hat{p}_{r+1} = -M^{-1} \cdot \hat{g}_{r+1} + \tilde{\beta}_r M^{-1} \cdot \hat{p}_r = -M^{-2} \cdot g_{r+1} + \tilde{\beta}_r P_r \]  

(7.59)

so that the gradients to be used for the preconditioned search are

\[ G_r = M^{-2} \cdot g_r \]  

(7.60)

with mixing factor

\[ \tilde{\beta}_r = \frac{\hat{g}_{r+1} \cdot \hat{g}_{r+1}}{\hat{g}_r \cdot \hat{g}_r} = \frac{g_{r+1} \cdot M^{-2} \cdot g_{r+1}}{g_r \cdot M^{-2} \cdot g_r} = \frac{G_{r+1} \cdot G_{r+1}}{G_r \cdot G_r}. \]  

(7.61)

It is observed that defining \( \tilde{\beta}_r \) in terms of the preconditioned gradients alone does not interfere with the minimisation procedure, so that in practice

\[ \tilde{\beta}_r = \frac{G_{r+1} \cdot G_{r+1}}{G_r \cdot G_r}. \]  

(7.62)

In order to apply this scheme here, we choose to make the metric \( M \) diagonal in the representation of the Kohn-Sham orbitals. In the original variables \( \{x_i\} \) (the subscript \( i \) labels a component of a vector) the minimum can be expanded as \( \sum_i f_i \varepsilon_i x_i^2 \) so that the scaled variables \( \{\tilde{x}_i\} \) defined by \( \tilde{x}_i = m_{ij} x_i = \sqrt{f_i} x_i \) (where \( M_{ij} = m_{ij} \delta_{ij} \)) produce the desired compression since in terms of the new variables, the minimum has the form \( \sum_i \varepsilon_i \tilde{x}_i^2 \). In the representation of the Kohn-Sham orbitals, the gradient of the functional \( Q[\rho; \alpha] \) (7.52) becomes

\[ 4m_{(i)}^{-2} \left[ f_i \left( \hat{H} - \varepsilon_i \right) \right] \psi_i(r) = 4 \left[ \hat{H} - \varepsilon_i \right] \psi_i(r) \]  

(7.63)

in which we see that the factor of \( f_i \) in front of the \( \hat{H} \) operator has been cancelled so that the effect of the gradient is now the same on both occupied and unoccupied bands, and these bands should now converge at the same rate.

We now transform the preconditioned gradient back to the support function represen-
tation using
\[
\frac{\delta Q[\rho; \alpha]}{\delta \phi_\alpha(r)} = V_{\alpha i} \frac{\delta Q[\rho; \alpha]}{\delta \psi_i(r)}
\] (7.64)
where \(V = S^{-1/2}U\) from 4.78 and \(U\) is a unitary matrix. Thus the preconditioned gradient we require is
\[
4V_{\alpha i} \left[ \hat{H} + \alpha f_i(1 - f_i)(1 - 2f_i) \right] \psi_i(r) = 4 \left[ S^{-1}_{\alpha \beta} \hat{H} + \alpha (K(1 - SK)(1 - 2SK))^{\alpha \beta} \right] \phi_\beta(r)
\] (7.65)
from the properties of the matrix \(V\) (4.79, 4.80). We see that the gradient has thus been pre-multiplied by the matrix \((KS)^{-1}\) i.e. in the support function representation, the metric \(M\) is \((KS)^{1/2}\).

Although the overlap matrix \(S\) is a sparse matrix for localised support functions, its inverse \(S^{-1}\) is not sparse in general, so that this scheme is not straightforward to implement. For a sufficiently diagonally dominant overlap matrix, it is possible to approximate the inverse in the following manner. We write \(S = D + E\) where \(D\) contains only the diagonal elements of \(S\) and \(E\) contains the off-diagonal elements. \(D\) is thus trivial to diagonalise. Writing \(S = D(1 + D^{-1}E)\) we have \(S^{-1} = (1 + D^{-1}E)^{-1}D^{-1}\) and if \(S\) is diagonally dominant, the elements of the matrix \(D^{-1}E\) are small so that we can approximate the inverse of the term in brackets. If the elements of a matrix \(M\) are small then
\[
(1 + M)^{-1} = 1 - M + M^2 - M^3 + O(M^4)
\] (7.66)
When the first few terms of equation 7.66 are applied to the inverse overlap matrix we obtain
\[
S^{-1} = (1 - D^{-1}E + D^{-1}ED^{-1}E - \ldots)D^{-1}
\]
\[= D^{-1} - D^{-1}ED^{-1} + D^{-1}ED^{-1}ED^{-1} - \ldots \] (7.67)
This expression could be used to obtain a good approximation to the inverse overlap matrix, which may be sufficient for preconditioning, but there is the danger that, particularly for large systems, the overlap matrix may become singular and the performance of the algorithm would deteriorate. In the following section, however, we show that the correct preconditioned gradient does not involve the inverse of the overlap matrix.
7.6 Tensor properties of the gradients

We have already noted that it is important to take note of the tensor properties of quantities when non-orthogonal functions are involved. In particular, the gradient of the scalar functional with respect to the contravariant density-kernel is a covariant quantity which should not be directly added to the contravariant density-kernel, but should first be converted into contravariant form using the metric tensor $S_{\alpha\beta} = S^{-1}_{\alpha\beta}$. Thus the correct search direction for the density-kernel variation is $\Lambda^{\alpha\beta}$ given by

$$
\Lambda^{\alpha\beta} = S_{\alpha i} \frac{\partial Q[\rho; \alpha]}{\partial K^{\beta j}} S_{j \beta} \\
= 2S_{\alpha i} [H + \alpha SKS(1-KS)(1-2KS)]_{ij} S_{j \beta} \\
= 2(S^{-1}HS^{-1})_{\alpha\beta} + 2\alpha [K(1-SK)(1-2SK)]_{\alpha\beta}. 
$$

(7.68)

While the penalty functional derivative is simplified, the energy derivative picks up two factors of the inverse overlap matrix, which, as in the case of occupation number preconditioning, makes this difficult to implement. Neglecting this conversion of the covariant gradient to its contravariant form corresponds to approximating the overlap matrix by the identity. Thus the covariant gradient corresponds to taking the first term only in the series expansion of the overlap matrix inverse in equation 7.66. Again, neglect of this correction may lead to a deterioration in the efficiency of the minimisation procedure as the system-size increases.

We now consider the contravariant gradient of the functional with respect to the covariant support functions. This is a first-rank tensor quantity whereas the density-kernel gradient is a second-rank tensor. The correct covariant gradient is thus $\delta \phi_\alpha(\mathbf{r})$ given by

$$
\delta \phi_\alpha(\mathbf{r}) = S_{\alpha\beta} \frac{\delta Q[\rho; \alpha]}{\delta \phi_\beta(\mathbf{r})} \\
= 4S_{\alpha\beta} [\hat{H}^{\beta \gamma} + \alpha KS(1-SK)(1-2SK)]_{\gamma \beta} \phi_\gamma(\mathbf{r}) \\
= 4(SK)^{\beta}_\alpha \left\{ \hat{H}^{\beta \gamma} + \alpha [SK(1-SK)(1-2SK)]^{\beta}_\gamma \right\} \phi_\gamma(\mathbf{r}). 
$$

(7.69)

The covariant preconditioned gradient in particular turns out to be

$$
\delta \phi_\alpha(\mathbf{r}) = 4 \left\{ \hat{H}^{\beta \gamma} + \alpha [SK(1-SK)(1-2SK)]^{\beta}_\gamma \right\} \phi_\beta(\mathbf{r}) 
$$

(7.70)

so that the factor of the inverse overlap matrix is now eliminated.
7.7 Practical details

In this section we outline a number of details concerning the implementation of the penalty method. These concern the derivatives of the functional with respect to the expansion coefficients for the support functions \( \{ c_{n,m}^{\alpha(\beta)} \} \), the imposition of the normalisation constraint and the general outline of the scheme.

7.7.1 Expansion coefficient derivatives

The support functions are expanded in spherical-wave basis functions:

\[
\phi_a(r) = \sum_{n,m} c_{n,m}^{\alpha(\beta)} \chi_{n,m}(r) \quad (7.71)
\]

For a functional of the support functions \( f[\{ \phi_a \}] \), the derivative with respect to the expansion coefficients is

\[
\frac{\partial f[\{ \phi_a \}]}{\partial c_{n,m}^{\alpha(\beta)}} = \sum_{\gamma} \int dr \frac{\delta f[\{ \phi_a \}]}{\delta \phi_{\gamma}(r)} \frac{\partial \phi_{\gamma}(r)}{\partial c_{n,m}^{\alpha(\beta)}}
\]

\[
= \sum_{\gamma} \int dr \frac{\delta f[\{ \phi_a \}]}{\delta \phi_{\gamma}(r)} \delta_{\gamma}^{\beta} \chi_{n,m}(r)
\]

\[
= \int dr \frac{\delta f[\{ \phi_a \}]}{\delta \phi_{\gamma}(r)} \chi_{n,m}(r) \quad (7.72)
\]

For example, for the derivative of the total energy,

\[
\frac{\delta E[\rho]}{\delta \phi_{\alpha}(r)} = 4K^{\alpha\beta} \hat{H} \phi_{\beta}(r),
\]

we obtain

\[
\frac{\partial E[\rho]}{\partial c_{n,m}^{\alpha(\beta)}} = 4K^{\beta\gamma} \int dr \chi_{\beta,n,m}(r) \hat{H} \phi_{\gamma}(r)
\]

\[
= 4K^{\beta\gamma} \sum_{n',m'} \langle \chi_{\beta,n,m} | \hat{H} | \chi_{\gamma,n',m'} \rangle c_{n',m'}^{\alpha(\beta)} \quad (7.74)
\]

in which \( \langle \chi_{\beta,n,m} | \hat{H} | \chi_{\gamma,n',m'} \rangle = \mathcal{H}_{\beta,n,m;\gamma,n',m} \) denotes the matrix element of the Kohn-Sham Hamiltonian with respect to the spherical-wave basis functions.

7.7.2 Normalisation constraint

We choose to minimise the total functional whilst constraining the normalisation of the density-matrix to the correct value. This is achieved firstly by projecting all gradients to
be perpendicular to the gradient of the electron number, thus maintaining the electron number to first order, and secondly by re-converging the electron number to its correct value before each evaluation of the total functional.

**Density-kernel variation**

In section 7.3 the electron number gradient with respect to the density-kernel, which is here denoted $\Delta$, is given as

$$\frac{\partial N}{\partial K_{\alpha\beta}} = 2 S_{\beta\alpha} = \Delta_{\alpha\beta}. \quad (7.75)$$

The density-kernel along this search direction $\Delta$ is parameterised by $\lambda$ as

$$K(\lambda) = K(0) + \lambda \Delta \quad (7.76)$$

where $K(0)$ denotes the initial density-matrix. The electron number, given by $N = 2 \text{Tr}(KS)$ thus behaves linearly:

$$N(\lambda) = N(0) + 2 \lambda \text{Tr}(\Delta S) \quad (7.77)$$

and it is a trivial matter to calculate the required value of $\lambda$ to return the electron number to its correct value.

In general during the minimisation, the search direction is $\Lambda$, and again this search can be parameterised by a single parameter $\lambda$:

$$K(\lambda) = K(0) + \lambda \Lambda. \quad (7.78)$$

We wish to project out from $\Lambda$ that component which is parallel to $\Delta$. The modified search direction $\tilde{\Lambda}$ can be written as

$$\tilde{\Lambda} = \Lambda - \omega \Delta. \quad (7.79)$$

The variation of the electron number along this modified direction is

$$N(\lambda) = N(0) + 2 \lambda \text{Tr}(\Delta S) - 2 \omega \lambda \text{Tr}(\Delta S) \quad (7.80)$$

and we wish the coefficient of the linear term in $\lambda$ to vanish, which defines the required value of $\omega$ to be

$$\omega = \frac{\text{Tr}(\Delta S)}{2 \text{Tr}(S^2)}. \quad (7.81)$$

Since the electron number depends linearly upon the density-kernel, after this projection,
the electron number is constant along the modified search direction, and the electron number need not be corrected after a trial step is taken.

**Support function variation**

The electron number gradient with respect to the support functions is given in section 7.3 and denoted by \( \{ \zeta^a(\mathbf{r}) \} \):

\[
\frac{\delta N}{\delta \phi_a(\mathbf{r})} = 2K^{a\beta} \phi_\beta(\mathbf{r}) = \zeta^a(\mathbf{r}).
\]

The support function variation is again parameterised by the parameter \( \lambda \):

\[
\phi_a(\mathbf{r}; \lambda) = \phi_a(\mathbf{r}; \lambda = 0) + \lambda \zeta^a(\mathbf{r})
\]

and this results in the following quadratic variation of the overlap matrix

\[
S_{a\beta}(\lambda) = S_{a\beta}(0) + \lambda \langle \phi_\alpha(\lambda = 0) | \zeta^\beta \rangle + \lambda \langle \zeta^a | \phi_\beta(\lambda = 0) \rangle + \lambda^2 \langle \zeta^a | \zeta^\beta \rangle
\]

\[
= S_{a\beta}(0) + \lambda S'_{a\beta} + \lambda^2 S''_{a\beta}
\]

which defines the matrices \( S' \) and \( S'' \). The variation of the electron number is therefore also quadratic

\[
N(\lambda) = N(0) + 2\lambda \text{Tr}(K S') + 2\lambda^2 \text{Tr}(K S'')
\]

and the roots of this expression can be found to correct the electron number.

We consider a general search direction for the localised functions denoted \( \{ \xi^a(\mathbf{r}) \} \) and modify this search direction to obtain the direction which maintains the electron number to first order:

\[
\tilde{\xi}^a(\mathbf{r}) = \xi^a(\mathbf{r}) - \omega \zeta^a(\mathbf{r}).
\]

Now varying the localised functions according to

\[
\phi_a(\mathbf{r}; \lambda) = \phi_a(\mathbf{r}; \lambda = 0) + \lambda \tilde{\xi}^a(\mathbf{r})
\]

results in the following variation of the electron number:

\[
N(\lambda) = N(0) + 2\lambda \text{Tr}(K \tilde{S}') - 2\lambda \omega \text{Tr}(K S') + \mathcal{O}(\lambda^2)
\]

where \( \tilde{S}_{a\beta} = \langle \phi_\alpha(\lambda = 0) | \xi^\beta \rangle + \lambda \langle \xi^a | \phi_\beta(\lambda = 0) \rangle \). Thus to maintain the electron number to first order, we choose

\[
\omega = \frac{\text{Tr}(K \tilde{S}')}{\text{Tr}(K S')}.
\]
In this case, the electron number is not constant along the search direction, but will still vary quadratically, so that it is necessary to correct the density-matrix before evaluating the total functional.

### 7.7.3 General outline of the scheme

The initialisation of the density-matrix is described in chapter 8. The functional minimisation consists of two nested loops. The inner loop consists of the minimisation with respect to the density-kernel, while keeping the support functions constant. As shown in section 7.4, this corresponds to making the density-matrix commute with the Hamiltonian in the representation of the current support functions. The outer loop consists of the support function minimisations, which in section 7.4 were shown to correspond to solving the Kohn-Sham equations. In general, we find that two or three cycles of the inner loop for each cycle of the outer loop suffice, and this is demonstrated in figure 7.1 in which three cycles of the inner loop appears to give the best performance to computational cost ratio.

![Figure 7.1: Rate of convergence for different numbers of inner cycles. In the legend, DM\(_n\) corresponds to \(n\) cycles of the inner loop for each iteration of the outer loop (horizontal axis).](image-url)
The conjugate gradients scheme is used to determine the search directions from the gradients, and these gradients are then projected perpendicular to the electron number gradient as described in section 7.7.2. We approximate the total functional by a parabola along the search direction, using the initial value of the functional, the first derivative of the functional at the initial position (which is simply the scalar product of the steepest descent and search directions) and the value of the functional at some trial position. The value of the functional at the predicted minimum is then evaluated. If this value deviates significantly from the value predicted by the quadratic fit, a cubic fit is constructed using this new value of the functional. In general, this is only necessary for the first few steps, and the parabolic fit is very good. In the case of the support function variation, the support functions are altered to give the correct number of electrons before each evaluation of the functional. The conjugate gradients procedure is reset after a finite number of steps, and this is illustrated in figure 7.2 for the inner and outer loops. In both cases, we see that there is little advantage in conjugating more than eight gradients before resetting.

![Graphs showing performance of conjugate gradients algorithm](image)

**Figure 7.2:** Performance of the conjugate gradients algorithm in the density-kernel variation (left) and the support function variation (right).

Once the functional has been minimised, the correction to the total energy is calculated. The whole calculation is generally repeated for a few different values of $\alpha$ to ensure that the corrected energy has indeed converged.
Chapter 8

Relating linear-scaling and plane-wave methods

For a number of reasons, it is useful to be able to convert the Kohn-Sham orbitals generated by traditional plane-wave codes into a set of support functions and a density-kernel which can be used as input in a linear-scaling code. One such reason is the need for careful density-matrix initialisation, discussed in section 8.3. For analysis it is also useful to be able to perform the reverse operation of extracting the Kohn-Sham orbitals and occupation numbers from the density-matrix. In this chapter we describe methods for performing both of these operations.

8.1 Wave-functions from density-matrices

In the linear-scaling method, we have a density-matrix represented in the form

$$\rho(r, r') = \phi_\alpha(r) K^{\alpha\beta} \phi_\beta(r').$$

First we represent the localised support functions by linear combinations of plane-waves. For the analytic basis-set described in chapter 5 this is easily accomplished using equation 5.9 which gives the Fourier transform of the basis functions.

Having obtained an expansion for the support functions in a complete basis-set, it is now possible to orthogonalise the support functions by means of the Löwdin transformation to the set of orthonormal orbitals \( \{ \varphi_\alpha(r) \} \) given by

$$|\varphi_\alpha\rangle = |\phi_\beta\rangle S^{-\frac{1}{2}}_{\beta\alpha}. \quad (8.2)$$
Simultaneously transforming the matrix $K$ into the matrix $\tilde{K}$ by

$$\tilde{K} = S^\dagger KS^\dagger$$  \hspace{1cm} (8.3)

leaves the density-matrix invariant in the sense that

$$\rho(\mathbf{r}, \mathbf{r}') = \phi_\alpha(\mathbf{r}) K^{\alpha\beta}\phi_\beta(\mathbf{r}') = \varphi_\alpha(\mathbf{r}) \tilde{K}^{\alpha\beta}\varphi_\beta(\mathbf{r}').$$  \hspace{1cm} (8.4)

To obtain the Kohn-Sham orbitals and occupation numbers it is necessary to diagonalise $\tilde{K}$. If this density-matrix is a ground-state density-matrix, then the density-operator and Hamiltonian commute so that they have the same diagonal representation, and therefore diagonalising $\tilde{K}$ is equivalent to diagonalising $\tilde{H} = S^{-\dagger}HS^{-\frac{1}{2}}$. Thus the unitary transformation $U$ which yields the occupation numbers $f_i = (U^\dagger \tilde{K} U)_{ii}$ (no summation convention) also yields the Kohn-Sham orbitals $|\psi_\iota\rangle = |\varphi_\alpha\rangle U_{\alpha i}$. This information can then be used in a traditional plane-wave code, and this is the method which was used to check the analytic results for the kinetic energy and non-local pseudopotential energy in chapter 5. The spatial cut-off of the support regions in real-space leads to algebraically-decaying oscillatory behaviour for large wave-vectors in reciprocal-space, so that a single basis function needs a high plane-wave energy cut-off to accurately describe this truncation. However, for support functions which decay smoothly to zero at the edge of the support region, the decay will be much faster, and the plane-wave cut-off comparable to the cut-off for the basis functions themselves.

### 8.2 Density-matrices from Kohn-Sham orbitals

This method is based upon work on the projection of plane-wave calculations onto atomic orbitals [166], which has been used to analyse atomic basis-sets [167] and obtain local atomic properties from the extended Kohn-Sham orbitals [168]. Here we review the method, for the special case of a $\Gamma$-point Brillouin zone sampling.

#### 8.2.1 Projecting plane-wave eigenstates onto support functions

The plane-wave eigenstates are denoted $|\psi_\iota\rangle$ and the support functions are denoted $|\phi_\alpha\rangle$. The states obtained by projecting the plane-wave eigenstates onto the space spanned by the support functions are denoted $|\xi_\alpha\rangle$. As in section 4.6 we also introduce the dual states $|\phi^\alpha\rangle$ and $|\xi^\alpha\rangle$ with the properties outlined below.

$$S_{\alpha\beta} = \langle \phi_\alpha | \phi_\beta \rangle \hspace{1cm} \Sigma_{\alpha\beta} = \langle \xi_\alpha | \xi_\beta \rangle$$  \hspace{1cm} (8.5)
\[ |\phi^\alpha\rangle = |\phi_{\beta}\rangle S_{\beta\alpha}^{-1} \]
\[ \langle \phi^\alpha | \phi_{\beta}\rangle = \langle \phi_{\alpha} | \phi_{\beta}\rangle = \delta_{\alpha}^{\beta} \]
\[ |\xi^\alpha\rangle = |\xi_{\beta}\rangle \Sigma_{\beta\alpha}^{-1} \]
\[ \langle \xi^\alpha | \xi_{\beta}\rangle = \langle \xi_{\alpha} | \xi_{\beta}\rangle = \delta_{\alpha}^{\beta} \]

The projection operator onto the subspace spanned by the support functions is defined by

\[ \hat{P} = |\phi_{\alpha}\rangle \langle \phi^\alpha | = |\phi_{\alpha}\rangle S_{\alpha\beta}^{-1} |\phi_{\beta}\rangle. \]

A spilling parameter \( S \) can be defined to measure how much the subspace spanned by the plane-wave eigenstates falls outside the subspace spanned by the support functions. Minimising this quantity is one method of optimising the choice of support functions, and is described for the case of the spherical-wave basis (chapter 5) in section 8.2.3.

\[ S = \frac{1}{N_b} \langle \psi_i | (1 - \hat{P}) | \psi_i \rangle \]

where \( N_b \) is the number of bands (labelled \( i \)) considered. The density-operator is then defined by

\[ \hat{\rho} = \sum_{\alpha} \langle \xi_{\alpha} | \langle \xi^\alpha | \]

where the sum is taken over occupied bands only. Substitution of the results given above then yields the following expression for the density-kernel:

\[ K^{\alpha\beta} = \langle \phi^\alpha | \hat{\rho} | \phi_{\beta}\rangle = \sum_{ij} \langle \phi_{\lambda} | \psi_i \rangle \Sigma_{ij}^{-1} \langle \psi_j | \phi_{\mu} \rangle S_{\mu\beta}^{-1}. \]

Defining the rectangular matrix \( L \) as

\[ L_{\lambda i} = \langle \phi_{\lambda} | \psi_i \rangle \]

we give an expression for the matrix \( \Sigma \) in terms of \( L \) and \( S \):

\[ \Sigma_{\alpha\beta} = \langle \xi_{\alpha} | \xi_{\beta}\rangle = \langle \psi_{\alpha} | \phi_{\kappa} \rangle S_{\kappa\lambda}^{-1} \langle \phi_{\lambda} | \phi_{\mu} \rangle S_{\mu\nu}^{-1} \langle \psi_{\nu} | \psi_{\beta}\rangle = L_{\alpha\nu} S_{\kappa\lambda}^{-1} S_{\mu\nu}^{-1} S_{\nu\beta} = (L^\dagger S^{-1} L)_{\alpha\beta}. \]

We can thus minimise the spilling parameter \( S \) to optimise our choice of support functions, and then calculate \( K \) to obtain all of the information required to start a linear-scaling calculation.
8.2.2 Obtaining auxiliary matrices

In the case when the density-kernel $K$ is expanded in terms of an auxiliary matrix $T$ e.g. in order to construct a positive semi-definite density-matrix, it is necessary to be able to calculate the auxiliary matrix $T$ which corresponds to a given density-kernel $K$ by

$$K = TT^\dagger. \tag{8.14}$$

This can be achieved by minimising the function $\mathcal{I}(T)$ given by

$$\mathcal{I}(T) = \text{Tr} \left[(K - TT^\dagger)^2\right] \tag{8.15}$$

whose derivative with respect to $T$ is

$$\frac{\partial \mathcal{I}(T)}{\partial T^{\alpha\beta}} = -4 \left[T^\dagger (K - TT^\dagger)\right]_{\beta\alpha} \tag{8.16}$$

This derivative vanishes at the minimum, and so we find that the matrix $T$ which minimises $\mathcal{I}(T)$ is the desired auxiliary matrix (the solution $T = 0$ corresponds to a local maximum).

We therefore choose to minimise $\mathcal{I}(T)$ by the conjugate gradients method to obtain the auxiliary matrix.

8.2.3 Optimising the support functions

As mentioned above, we can optimise our choice of support functions by minimising the spilling parameter $S$. We describe this process here when the support functions are themselves described in terms of a localised basis:

$$|\phi_\alpha\rangle = \sum_{nltm} c_{nltm}^{(\alpha)} |\chi_{\alpha, nltm}\rangle. \tag{8.17}$$

The spilling parameter can be written in terms of the matrices $L$ and $S$ by:

$$S = \frac{1}{N_b} \langle \psi_i | (1 - \hat{P}) | \psi_i \rangle = 1 - \frac{1}{N_b} \langle \psi_i | \phi_\alpha \rangle \langle \phi_\alpha | \psi_i \rangle$$

$$= 1 - \frac{1}{N_b} L_{\alpha i} S_{\alpha\beta} L_{\beta i}^{-1} = 1 - \frac{1}{N_b} \text{Tr}[L^\dagger S^{-1} L] \tag{8.18}$$

and we wish to obtain the gradients of $S$ with respect to the expansion coefficients $\{c_{nltm}^{(\alpha)}\}$.

$$\frac{\partial S}{\partial c_{nltm}^{(\alpha)}} = -\frac{1}{N_b} \left[ \frac{\partial L_{ij}}{\partial c_{nltm}^{(\alpha)}} S_{jk}^{-1} L_{ki} + L_{ij} \frac{\partial S_{jk}^{-1}}{\partial c_{nltm}^{(\alpha)}} L_{ki} + L_{ij} S_{jk}^{-1} \frac{\partial L_{ki}}{\partial c_{nltm}^{(\alpha)}} \right]. \tag{8.19}$$
We obtain the derivative of the inverse matrix by differentiating $S^{-1}S = 1$ i.e.

$$\frac{\partial (S^{-1}S)_{\alpha\beta}}{\partial x} = \frac{\partial S^{-1}}{\partial x} S_{\gamma\beta} + S^{-1}_{\alpha\gamma} \frac{\partial S_{\gamma\beta}}{\partial x} = 0 \quad (8.20)$$

which can be rearranged to give

$$\frac{\partial S^{-1}_{\alpha\beta}}{\partial x} = -S^{-1}_{\alpha\gamma} \frac{\partial S_{\gamma\delta}}{\partial x} S^{-1}_{\delta\beta}. \quad (8.21)$$

Therefore (no summation over $\alpha$)

$$\frac{\partial S}{\partial c_{\alpha}^{n\ell m}} = -\frac{1}{N_b} \left[ \langle \psi_i | \chi_{\alpha,n\ell m} \rangle S^{-1}_{\alpha k} L_{ki} - L_{ij}^\dagger S^{-1}_{j\delta} (\delta_{\beta\delta} \langle \chi_{\alpha,n\ell m} | \phi_{\gamma} \rangle + \langle \phi_{\beta} | \chi_{\alpha,n\ell m} \rangle \delta_{\gamma\delta}) S^{-1}_{\gamma k} L_{ki} 
+ L_{ij}^\dagger S^{-1}_{j\delta} \langle \chi_{\alpha,n\ell m} | \psi_i \rangle \right] = -\frac{2}{N_b} \text{Re} \left[ \langle \psi_\alpha | \chi_{\beta,n\ell m} \rangle S^{-1}_{\beta e} L_{ea} - \langle \psi_\alpha | \chi_{\beta,n\ell m} \rangle S^{-1}_{\beta e} L_{ea} \right]. \quad (8.22)$$

In the case of the set of basis functions introduced in chapter 5, the overlap between plane-wave eigenstates and localised basis functions, e.g. $\langle \psi_\alpha | \chi_{\beta,n\ell m} \rangle$, can be calculated using the expression for the basis function Fourier transform (5.9).

We can use these gradients to minimise the spilling parameter (by the conjugate gradients method) to obtain the set of optimal coefficients $\{c_{\alpha}^{n\ell m}\}$ which define the set of support functions which best span the space of the occupied plane-wave orbitals. The final minimum spilling parameter value also gives an estimate of the quality of the basis-set being used.

### 8.3 Density-matrix initialisation

Finally we discuss the subject of constructing an initial density-matrix for our calculations, which is related to the other work in this chapter. Although any linear-scaling method will obviously be more efficient than a traditional method for a sufficiently large system, the cross-over (i.e. the system-size at which the linear-scaling method beats the traditional method) may be very large. If it is larger than the largest system which can currently be simulated by traditional methods, then there is obviously little practical use for such a method. The methods described in this dissertation are not that inefficient, but neither is the cross-over sufficiently small that some advantage cannot be obtained by using some physical insight to assist the calculation e.g. by imposing appropriate symmetries (although we must take care not to impose symmetries which subsequently prevent the method from reaching the ground-state).
For example, consider a vacancy in an otherwise perfect crystal. Running a traditional calculation on the bulk crystal would allow us, using the methods in section 8.2, to obtain the density-matrix elements for the bulk crystal which could be used to initialise the density-matrix for a simulation of the large system with the vacancy. This would avoid wasting computational effort converging the density-matrix from a random position when the general form can be guessed from the bulk case.

A second example is that of a molecule interacting with a solid surface. In this case, the density-matrix for molecule and surface could be converged separately to obtain an estimate for the complete system. Obviously this method will be more successful the more weakly bound the molecule is to the surface.

The transferability of localised orbitals between closely-related systems has been studied in hydrocarbon chains [169] and methods have also been developed to calculate generalised Wannier functions [170, 171] which may also be transferred between systems [172].

One important consideration is that of local charge neutrality, often used as an approximation to self-consistency in non-self-consistent tight-binding calculations [173]. Because the density-matrix is truncated in real-space, long-wavelength fluctuations in the electronic density are suppressed. This has the advantage that it prevents “charge-sloshing” instabilities, so problematic in early traditional plane-wave methods on large systems. However, if the system is not initially charge neutral locally, it takes a very large number of iterations to transfer charge across the system, and this results in very poor convergence. We thus need to at least consider initialising our density-matrix to correspond to isolated atoms brought together, which are then allowed to interact and form bonds etc. This is simply achieved using the projection method described here and leads to a great improvement in performance.
Chapter 9

Results and discussion

In this chapter we present results obtained using the penalty functional method applied to bulk crystalline silicon. We show how the energy converges as the two spatial cut-offs; the support region radius and density-kernel cut-off, are increased and in particular that the estimate of the energy is variational with respect to these parameters. We also consider the difference in convergence of absolute energies and energy differences by calculating the energy-volume curve and comparing with the results obtained from the CASTEP plane-wave code [82] and from experiment. Finally we consider the scaling of the method with system-size (confirming that it is indeed linear) and the scaling with support region radius and density-kernel cut-off.

9.1 Bulk crystalline silicon

Calculations were performed for a cubic simulation cell containing 216 silicon atoms and using pseudopotentials generated according to the method of Troullier and Martins [74]. The kinetic energy cut-off for the basis-set was set at 200 eV and the FFT grid contained \( 72 \times 72 \times 72 \) points. The basis-set contained spherical-waves with angular momentum components up to \( \ell = 2 \), and the support regions were chosen to be centred on the bonds, with one support function per region, so that no unoccupied bands were included in this calculation. The Brillouin zone was sampled using only the \( \Gamma \)-point. A value of 100 eV was used for the penalty functional prefactor \( \alpha \).

9.1.1 Convergence with density-matrix cut-off

In figure 9.1 we plot the total energy per atom against the support region radius \( r_{\text{reg}} \) for a density-kernel cut-off \( r_K \) of 4.0 Å. In figure 9.2 we plot the total energy per atom against the density-kernel cut-off \( r_K \) for a support region radius \( r_{\text{reg}} \) of 3.1 Å. In both cases, the
Figure 9.1: Convergence of total energy with respect to support region radius.

Figure 9.2: Convergence of total energy with respect to density-kernel cut-off.
energy converges to its limiting value from above, as expected, since the total energy is variational with respect to the density-matrix cut-off.

These results agree roughly with the calculations of Hernández et al. [127]. In their case, they used atom-centred support regions and included as many unoccupied bands as occupied bands, so that the convergence with respect to density-matrix cut-off should be more rapid in their case. They also used a local pseudopotential, which reduces the range of the Hamiltonian. Our calculations suggest a combined density-matrix cut-off of the order of 7.0 Å to obtain the same accuracy as they obtained with a cut-off of about 6.0 Å. We note that the band gap of silicon is relatively small (particularly within the LDA) so that the density-matrix decay is therefore slow. This makes silicon a difficult test case, and we can be confident that if we obtain reasonable results in this system, we shall be successful in others.

9.1.2 Electronic density

Since the minimising density-matrix is only approximately idempotent, the electronic density derived from it is not the exact ground-state density. However, in figure 9.3 we plot the electronic density in the (110) plane (containing the atoms highlighted in silver in figure 9.4) obtained from the minimising density-matrix with \( r_{\text{reg}} = 3.1 \) Å and \( r_{K} = 6.0 \) Å, and observe that it is still qualitatively correct. Since electronic densities are used primarily for visualisation purposes, rather than for quantitative analysis, the information most commonly required can still be obtained from the minimising density-matrix.

In figure 9.5 we plot the electronic density obtained using the CASTEP plane-wave code using the same pseudopotential and energy cut-off, and equivalent Brillouin zone sampling (a \( 3 \times 3 \times 3 \) Monkhorst-Pack mesh for an 8-atom unit cell). We observe that there is less density concentrated in the bonds for the CASTEP density compared with the linear-scaling density, and this is to be expected since in the linear-scaling calculation, the lowest energy (i.e. most bonding) orbital is over-occupied and the highest energy (i.e. least bonding) orbital is under-occupied. In figure 9.6 we plot the difference obtained by subtracting the CASTEP density from the linear-scaling density and confirm this observation.

9.1.3 Predictions of physical properties

The converged value of the total energy agrees with the CASTEP value (again with equivalent energy cut-off, Brillouin zone sampling and pseudopotential) only within 3%. However, if energy differences are caused by density-matrix variations which are short-ranged, then they will be much better converged than absolute energies. In figure 9.7 we plot the total energy against volume \( V \). For a lattice parameter \( a = 5.430 \) Å, which was used for the
**Figure 9.3:** Electronic density of silicon in the (110) plane (units Å$^{-3}$).

**Figure 9.4:** Diamond structure of silicon, highlighting a {110} plane.
Figure 9.5: Electronic density of silicon in the (110) plane calculated by the CASTEP code (units Å⁻³).

Figure 9.6: Difference between electronic densities of silicon calculated by the linear-scaling method and CASTEP (units Å⁻³).
calculations in section 9.1.1, we used values of $r_{\text{reg}} = 3.10 \, \text{Å}$, $r_K = 6.00 \, \text{Å}$ and an energy cut-off of 200 eV. As the volume $V$ was changed, the support region radius $r_{\text{reg}}$, density-kernel cut-off $r_K$ and energy cut-off $E_{\text{cut}}$ were changed proportionally. The parameters used are listed in table 9.1.

<table>
<thead>
<tr>
<th>$a / \text{Å}$</th>
<th>$V / \text{Å}^3$</th>
<th>$r_{\text{reg}} / \text{Å}$</th>
<th>$r_K / \text{Å}$</th>
<th>$E_{\text{cut}} / \text{eV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.31</td>
<td>149.72</td>
<td>3.03</td>
<td>5.87</td>
<td>209</td>
</tr>
<tr>
<td>5.35</td>
<td>153.13</td>
<td>3.05</td>
<td>5.91</td>
<td>206</td>
</tr>
<tr>
<td>5.39</td>
<td>156.59</td>
<td>3.08</td>
<td>5.96</td>
<td>203</td>
</tr>
<tr>
<td>5.43</td>
<td>160.10</td>
<td>3.10</td>
<td>6.00</td>
<td>200</td>
</tr>
<tr>
<td>5.47</td>
<td>163.67</td>
<td>3.12</td>
<td>6.04</td>
<td>197</td>
</tr>
<tr>
<td>5.51</td>
<td>167.28</td>
<td>3.15</td>
<td>6.09</td>
<td>194</td>
</tr>
</tbody>
</table>

Table 9.1: Parameters used to calculate energy-volume curve.

Fitting the data to the Birch-Murnaghan equation of state allows values for the equilibrium volume $V$ and bulk modulus $B$ to be calculated, which are compared with the results obtained from a CASTEP calculation using the same pseudopotential and to experiment [174] in table 9.2. Generally we expect to obtain lattice parameters to within 2% and bulk moduli to within 10%. The bulk modulus is very sensitive to the data, so that whereas the prediction of the lattice parameter is in excellent agreement with both the CASTEP and experimental values, the value of the bulk modulus predicted by the linear-scaling method is about 8% too large. These results indicate that the linear-scaling calculation is not quite fully converged with the set of parameters used, but are very encouraging overall.

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Linear-scaling</th>
<th>CASTEP</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a / \text{Å}$</td>
<td>5.423</td>
<td>5.390</td>
<td>5.430</td>
</tr>
<tr>
<td>$V / \text{Å}^3$</td>
<td>159.47</td>
<td>156.56</td>
<td>160.10</td>
</tr>
<tr>
<td>$B / \text{GPa}$</td>
<td>108.8</td>
<td>101.7</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 9.2: Comparison of calculated and experimental data for silicon.

9.2 Scaling

In this section we consider the scaling of the method, firstly with respect to the system-size, and secondly with respect to the localisation region radius $r_{\text{reg}}$ and the density-kernel cut-off $r_K$. 
Figure 9.7: Energy-volume curve for silicon. The line is the best fit to the Birch-Murnaghan equation of state.

9.2.1 System-size scaling

As mentioned in chapter 7, there are several steps in the calculation which are not strictly $O(N)$, such as the calculation of the structure factor, the calculation of the ion-ion interaction energy (by Ewald’s method [175–178]) and possibly the calculation of the energy correction. All of these operations need only be performed once for each ionic configuration, and so do not contribute significantly to the total computational effort. However, there are a number of FFTs within the method which require an effort which scales as $O(N \log_m N)$. To verify that these operations do not spoil the linear-scaling of the rest of the method, we plot the CPU time required per iteration in figure 9.8 and see that it is indeed linear with respect to system-size as required.

9.2.2 Scaling with density-matrix cut-off

We now consider the scaling with respect to the density-matrix cut-off $r_{\text{cut}}$ which in practice is defined by two parameters; the support region radius $r_{\text{reg}}$ and the density-kernel cut-off
Two spherical support regions will overlap if the sum of their radii exceeds the distance between their centres. We assume that all support regions have the same radius \( r_{\text{reg}} \), and thus the number of support regions which overlap a particular region equals the number of region centres lying within a sphere of radius \( 2r_{\text{reg}} \). For bulk solids this number will be proportional to the volume of the sphere i.e. proportional to \( r_{\text{reg}}^3 \). Table 9.3 allows the precise number of overlaps to be determined for the case of atom-centred support regions in several common crystal structures. In the sparse overlap matrix, the number of non-zero elements in each row or column is therefore also proportional to \( r_{\text{reg}}^3 \). For sparse matrix multiplication, the computational effort scales quadratically with the number of non-zero elements per row (and linearly with the rank) so that we expect the method to scale with the sixth power of the support region radius i.e. \( t_{\text{comp}} \propto r_{\text{reg}}^6 \). This is often referred to as quadratic scaling with respect to the support region size (i.e. volume).

The argument follows in precisely the same manner for the density-kernel cut-off, replacing \( 2r_{\text{reg}} \) by \( r_K \). In general, as observed in section 9.1.1, \( r_K \approx 2r_{\text{reg}} \) when the energy is converged with respect to both parameters, so that the overlap matrix and density-kernel will generally share similar sparse structure. In bulk crystals, we thus expect the computational effort to scale with the sixth power of the density-matrix cut-off \( r_{\text{cut}} \) i.e. \( t_{\text{comp}} \propto r_{\text{cut}}^6 \).
In certain systems, however, this scaling may be different. For example, in long linear molecules e.g. hydrocarbon chains, which have an essentially one-dimensional structure, each support region will overlap a number of others which scales only linearly with the radius. In this case $t_{\text{comp}} \propto r_{\text{cut}}^2$, and this suggests that these linear-scaling methods may be more suited to studying molecular rather than crystalline systems.
<table>
<thead>
<tr>
<th>Shell</th>
<th># atoms</th>
<th>Radius /(a)</th>
<th>Diamond</th>
<th>FCC</th>
<th>BCC</th>
<th>Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0.43301</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>0.70711</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0.86603</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>0.82916</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>1.00000</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>1.08972</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>24</td>
<td>1.22474</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>1.29904</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>1.41421</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>24</td>
<td>1.47902</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>24</td>
<td>1.58114</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>1.63936</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>24</td>
<td>1.65831</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>1.73205</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>24</td>
<td>1.78536</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>48</td>
<td>1.87083</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>36</td>
<td>1.92029</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>2.00000</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>12</td>
<td>2.04634</td>
<td>•</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>36</td>
<td>2.12132</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>28</td>
<td>2.16506</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>24</td>
<td>2.17945</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>2.23607</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>36</td>
<td>2.27761</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>24</td>
<td>2.34521</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>24</td>
<td>2.38485</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>24</td>
<td>2.44949</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>36</td>
<td>2.48747</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>72</td>
<td>2.54951</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>36</td>
<td>2.58602</td>
<td>• •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>32</td>
<td>2.59808</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>24</td>
<td>2.68095</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>48</td>
<td>2.73861</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>24</td>
<td>2.77263</td>
<td>• • •</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 9.3:** Table showing the number of atoms lying within support regions of varying radii centred on atoms for some common cubic crystal structures.
Chapter 10

Conclusions

10.1 Summary

In this dissertation I have attempted to explain the motivation for performing computational quantum-mechanical simulations and to describe the major difficulties encountered when one attempts to do so. The progress made so far by the introduction of density-functional theory, incorporating a local density approximation for exchange and correlation and the use of pseudopotentials already allows these calculations to be performed on systems which are of interest to scientists working in a variety of fields today. However, the scope of these calculations is limited by the unfavourable scaling of computational effort and resources required. Methods which exhibit optimal scaling, that is scale in the same way as the complexity of the problem to be solved, offer the prospect of extending the range of accessible scales much further, and will also take full advantage of future improvements in computer technology.

The work in this dissertation is based upon the density-matrix formulation of density-functional theory, which avoids the necessity of dealing directly with the extended wavefunctions (which resulted in the unfavourable cubic scaling) and leads naturally to a linear-scaling method.

The spherical-wave basis-set proposed in chapter 5 provides a solution to the problem of representing the density-matrix in real-space while maintaining the accuracy of the kinetic energy (which is naturally calculated in reciprocal-space) and also efficiently calculating the action of the non-local pseudopotential. The analytic results derived have been implemented within the scheme described in chapters 6 and 7.

Secondly, methods to impose the non-linear idempotency constraint by the use of penalty functionals have been described. The failure of the original proposals by Kohn in computational implementations are shown to be due to the functional form of the penalty
functional which must be chosen to obtain a variational principle. An original scheme has been proposed in which penalty functionals are chosen to be compatible with efficient minimisation algorithms and to approximately impose the idempotency constraint. The resulting errors in the total energy are corrected by considering the functional form of the penalty functional, so that accurate estimates of the true ground-state energy can be made.

Thirdly the relationship between traditional plane-wave methods based upon the Kohn-Sham wave-functions and density-matrix based schemes are discussed. We show how it is possible to interchange information about the electronic structure of the system between these two methods, and in particular apply this to the problem of obtaining initial density-matrices for use in linear-scaling calculations.

The results in chapters 5 and 6 have all been implemented in a total energy code, which has been tested on bulk crystalline silicon. The convergence of the energy with respect to support region radius and density-kernel cut-off has been examined. Predictions of some physical properties of bulk silicon are then compared with experimental values and results from the $O(N^3)$ CASTEP plane-wave code. Finally, the scaling of the method with system-size is confirmed to be linear, and the scaling with respect to support region radius and density-kernel cut-off discussed.

10.2 Further work

Starting from the underlying quantum-mechanical theory, in this dissertation an original scheme to perform linear-scaling total energy calculations based upon the density-matrix and using a new basis-set has been outlined and its computational implementation discussed. The results obtained are very promising, but there is still much work to be done in developing and optimising the scheme e.g. the occupation number preconditioning outlined in section 7.5. One of the most computationally expensive steps is currently the evaluation of the electronic density on the real-space grid. By choosing to minimise the non-interacting Kohn-Sham energy non-self-consistently rather than the interacting energy self-consistently the number of times this evaluation has to be performed can be greatly reduced. Self-consistency can then be obtained by density mixing [179,180]. The problem of “charge-sloshing” which can arise in this case in traditional methods appears not to be present when localised functions are used, and can anyway be eliminated [83,181].

Once an efficient electronic minimisation scheme is in place, the next step is to calculate ionic forces in order to perform ionic relaxation or even molecular dynamics. First it is worth noting that there are of $O(N)$ ions in the system, and the computational effort to calculate the force on each (from the local pseudopotential) is also of $O(N)$ so that a computational effort of $O(N^2)$ is necessary to calculate all the forces. Secondly, the
typical time-scale of molecular dynamics required by a system of volume $V$ is $\tau \propto V^{3/2}$ so that this introduces an extra factor of $O(N^{3/2})$ in the computational effort. The Hellmann-Feynman forces \cite{182,183} resulting from the derivative of the Hamiltonian with respect to the ionic positions have a contribution from the local pseudopotential (which is calculated using the reciprocal-space grid) and the non-local pseudopotential (which is calculated by taking analytic derivatives of the results for the non-local pseudopotential matrix elements). These forces have in fact been calculated and tested using the spherical-wave basis-set. However, because the support regions move with the ions, other contributions known as Pulay forces \cite{184} arise which must be calculated. Since the correction to the energy derived from the penalty functional can be expressed analytically, it should be possible to calculate accurate forces which are consistent with the corrected energy.

Given the expected improvement in efficiency of the method when applied to molecular rather than crystalline systems (section 9.2.2), serious consideration should be given to converting the code to perform calculations on clusters, rather than using the supercell approximation. This would have the added advantage of eliminating the $O(N^2)$ step to calculate the structure factor and the calculation of the ion-ion interaction energy (although still an $O(N^2)$ step) would also become much cheaper.

In the long term it is essential that advantage be taken of the natural way in which linear-scaling methods based in real-space can be separated into simultaneous calculation of interacting fragments. This property means that the problem lends itself to implementation on massively parallel computers \cite{185}. Even with the serial code on a single workstation it has been possible to model 512 silicon atoms, and there exist parallel computers consisting of a few hundred nodes each with the same power, so that in principle calculations of 100000 atoms are feasible. The development of schemes which will exploit the advantages of parallel processing is therefore essential to reap the full benefit of linear-scaling methods.
Appendix A

Bessel function identities

In this appendix we list some standard results used in the analysis of chapter 5 [186].

\begin{align*}
  j_{\ell+1}(x) &= \frac{\ell}{x} j_\ell(x) - j'_\ell(x) \tag{A.1} \\
  j_{\ell-1}(x) &= \frac{\ell + 1}{x} j_\ell(x) + j'_\ell(x) \tag{A.2} \\
  \exp[i k \cdot r] &= 4\pi \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} i^\ell \ j_\ell(kr) \ \tilde{Y}_m(\Omega_k) \ \tilde{Y}_m(\Omega_r) \tag{A.3} \\
  \int_a^b j_\ell(mx) j_\ell(nx)x^2 \, dx &= \frac{1}{m^2 - n^2} \left[ x^2 \left\{ n j_\ell(mx) j_{\ell-1}(nx) - m j_{\ell-1}(mx) j_\ell(nx) \right\} \right]_a^b \tag{A.4} \\
  \int_a^b j^2_\ell(mx)x^2 \, dx &= \frac{1}{2} \left[ x^2 \left\{ x j^2_\ell(mx) + x j^2_{\ell-1}(mx) - 2\frac{\ell + 1}{m} j_{\ell-1}(mx) j_\ell(mx) \right\} \right]_a^b \tag{A.5}
\end{align*}
Appendix B

Conjugate gradients

In order to find the minimum of some function \( f(x) \), it is of course necessary to solve the equation \( \nabla f(x) = 0 \), but this is not possible in practice. Rather, \( \nabla f(x) \) is used as a search direction in the multi-dimensional parameter-space of vectors \( x \) to minimise the function iteratively. One way to do this is to move along these directions of steepest descent, finding the minimum along each one and then calculating a new direction from that minimum until we find the ground-state. The minimum along a certain direction (the line minimum) is found when the direction along which we are searching becomes perpendicular to the gradient. Thus if we use this method of steepest descents, consecutive search directions are always perpendicular, and it is clear that this is inefficient since we are only using the current steepest descent direction and throwing away all previous knowledge which could be used to build up a more accurate picture of the functional we are trying to minimise. In fact, the steepest descents method is only efficient when the minimum is “spherical” i.e. when the eigenvalues of the Hessian are all of the same order. If this is not the case, then the method is very slow, and is not guaranteed to converge to the minimum in a finite number of steps. A particularly bad case is that of the “narrow valley” illustrated in figure B.1.

By contrast, the method of conjugate gradients [187] takes information from previous steps into account, but only requires that the previous search direction (rather than all previous search directions as might be expected) be stored. For a full description see [188]. We consider a general quadratic scalar function of a number of variables, written as a vector \( x \):

\[
f(x) = \frac{1}{2} x \cdot G \cdot x - b \cdot x
\]

(B.1)
in which \( G \) is a positive definite symmetric matrix (so that the function has a single global minimum) and \( b \) is some constant vector. We denote the line minima (i.e. the points at which the search direction changes) by the set of points \( \{x_r\} \) and the gradients at those
Figure B.1: Steepest descents method – a large number of steps is required to find the minimum.

points are \( \{ g_r \} \)

\[
g_r = \nabla f(x_r) = \mathcal{G} \cdot x_r - b.
\]

We label the search directions \( \{ p_r \} \). In the steepest descents method, \( p_r = -g_r \) and we move along this direction an amount described by the parameter \( \alpha_r \) until at the end (at \( x_{r+1} \)) the search direction is perpendicular to the gradient \( g_{r+1} \):

\[
x_{r+1} = x_r + \alpha_r p_r = x_r - \alpha_r g_r
\]

\[
g_{r+1} \cdot p_r = -g_{r+1} \cdot g_r = 0
\]

which proves that consecutive search directions are always mutually perpendicular in this method. Now, for \( f(x) \) defined by equation B.1 we have

\[
g_r - g_s = \mathcal{G} \cdot (x_r - x_s).
\]

The minimum of \( f(x) \) along the direction \( p_r \) is at \( x_{r+1} = x_r + \alpha_r p_r \) and is still given by condition (B.4), so that \( \alpha_r \) is given by

\[
\alpha_r = -\frac{p_r \cdot g_r}{p_r \cdot \mathcal{G} \cdot p_r}
\]

and using (B.5) with \( s = r + 1 \) we obtain

\[
g_{r+1} = g_r + \alpha_r \mathcal{G} \cdot p_r.
\]

A set of search directions \( \{ p_r \} \) are said to be conjugate directions (with respect to \( \mathcal{G} \))
if they satisfy the condition

$$p_r \cdot \mathcal{G} \cdot p_s = 0, \quad r \neq s. \quad (B.8)$$

These directions are linearly independent which can be proved by *reductio ad absurdum*: assume the directions are linearly dependent i.e. there is a set of numbers \(\{\lambda_i\}\), not all vanishing, for which \(\sum_i \lambda_i p_i = 0\). But operating on both sides by \(\mathcal{G}\) and taking the scalar product with \(p_j\) implies \(\lambda_j p_j \cdot \mathcal{G} \cdot p_j = 0\) for all \(j\) by (B.8), and \(p_j \cdot \mathcal{G} \cdot p_j \neq 0\) since \(\mathcal{G}\) is positive definite, and so we obtain the contradiction that \(\lambda_j = 0\) for all \(j\).

We can construct a set of these directions from a set of linearly dependent directions \(\{u_r\}\) using a procedure analogous to Gram-Schmidt orthogonalisation i.e.

$$p_1 = u_1$$

$$p_{r+1} = u_{r+1} + \sum_{i=1}^{r} \beta_i^{(r)} p_i$$

where

$$\beta_i^{(r)} = \frac{u_{r+1} \cdot \mathcal{G} \cdot p_i}{p_i \cdot \mathcal{G} \cdot p_i} \quad (B.10)$$

which we prove by induction. Assuming that we have \(r\) conjugate directions obeying (B.8) and construct \(p_{r+1}\) according to (B.9) then

$$p_r \cdot \mathcal{G} \cdot p_{r+1} = p_s \cdot \mathcal{G} \cdot u_{r+1} - \sum_{i=1}^{r} \frac{u_{r+1} \cdot \mathcal{G} \cdot p_i}{p_i \cdot \mathcal{G} \cdot p_i} p_s \cdot \mathcal{G} \cdot p_i$$

$$= p_s \cdot \mathcal{G} \cdot u_{r+1} - \frac{u_{r+1} \cdot \mathcal{G} \cdot p_s}{p_s \cdot \mathcal{G} \cdot p_s} p_s \cdot \mathcal{G} \cdot p_s = 0 \quad (B.11)$$

for \(s < r + 1\), since \(\mathcal{G}\) is symmetric. Now \(p_1\) and \(p_2\) are trivially verified to be conjugate directions and so the proof is complete.

It follows that any other vector may be written as a combination of these conjugate directions, in particular the vector from the initial point \(x_1\) to the minimum \(x^*\) in an \(n\)-dimensional space is

$$x^* - x_1 = \sum_{r=1}^{n} \alpha_r p_r$$

$$\alpha_r = \frac{p_r \cdot \mathcal{G} \cdot (x^* - x_1)}{p_r \cdot \mathcal{G} \cdot p_r} = -\frac{p_r \cdot \mathcal{G} \cdot p_1}{p_r \cdot \mathcal{G} \cdot p_r} \quad (B.12)$$

from equation B.2 and the fact that the gradient vanishes at the minimum i.e. \(g^* = \mathcal{G} \cdot x^* - b = 0\). We note therefore that \(x^*\) can be reached in \(k \leq n\) steps from \(x_1\) where the
\[ x_{r+1} = x_r + \alpha_r p_r \]  
(B.13)

with \( \alpha_r \) given by (B.12). Applying (B.5) to
\[ x_r = x_1 + \sum_{i=1}^{r-1} \alpha_i p_i, \]  
(B.14)

we obtain
\[ g_r = g_1 + \sum_{i=1}^{r-1} \alpha_i g \cdot p_i. \]  
(B.15)

When the scalar product with \( p_r \) is taken this gives \( p_r \cdot g_1 = p_r \cdot g_r \). The expressions (B.6) and (B.12) are identical and so the steps from \( x_1 \) to \( x^* \) proceed via points which are minima along each search direction. Taking the scalar product of (B.15) with \( p_s \) \( (s < r) \) instead we obtain
\[ p_s \cdot g_r = p_s \cdot g_1 + \alpha_s p_s \cdot g \cdot p_s = 0 \]  
(B.16)

from equation B.12. Thus \( g_r \) is perpendicular to all previous search directions so that each point \( x_{r+1} \) is actually a minimum with respect to the whole subspace spanned by \( \{p_1, p_2 \ldots p_r\} \) i.e. we can consider each step as removing one dimension of the space from the problem, so that the minimum of a quadratic function must always be found in a number of steps less than or equal to the dimensionality of the space.

The method of conjugate gradients uses such a set of conjugate directions \( \{p_r\} \) based upon the steepest descent directions \( \{-g_r\} \) at successive points. For this to be valid, we must show that the gradients are linearly independent. They are in fact orthogonal, which can be proved by induction. Starting with \( p_1 = -g_1 \) then from the minimum condition (B.4) we have \( g_2 \cdot p_1 = -g_2 \cdot g_1 = 0 \) so that the first two gradients are orthogonal. Then assuming that we have a set of \( r \) orthogonal gradients, and conjugate directions obtained from them by (B.9). Using (B.16) we have \( g_{r+1} \cdot p_s = 0 \) for \( s \leq r \). But \( p_s \) is given by (B.9) as
\[ p_s = -g_s + \sum_{i=1}^{s-1} \beta_i^{(s-1)} p_i \]  
(B.17)

so that
\[ g_{r+1} \cdot g_s = -g_{r+1} \cdot p_s + \sum_{i=1}^{s-1} \beta_i^{(s-1)} g_{r+1} \cdot p_i = 0 \]  
(B.18)

and \( g_{r+1} \) is orthogonal to all the previous gradients and the proof is complete: the gradients are all mutually orthogonal and thus linearly independent so that they can be used to construct conjugate directions: the conjugate gradients.
In this case, equation B.9 becomes

$$\beta^{(r)}_i = \frac{\mathbf{g}_{r+1} \cdot \mathbf{G} \cdot \mathbf{p}_i}{\mathbf{p}_i \cdot \mathbf{G} \cdot \mathbf{p}_i}$$  \hspace{1cm} (B.19)

which using (B.7) can be rewritten

$$\left(\mathbf{p}_i \cdot \mathbf{G} \cdot \mathbf{p}_i\right)\beta^{(r)}_i = \frac{1}{\alpha_i} \mathbf{g}_{r+1} \cdot (\mathbf{g}_{r+1} - \mathbf{g}_i)$$  \hspace{1cm} (B.20)

so that by the orthogonality of the gradients, $\beta^{(r)}_i = 0$ for $i < r$ and the only non-vanishing coefficient is $\beta^{(r)}_r$:

$$\beta^{(r)}_r = -\frac{\mathbf{g}_{r+1} \cdot \mathbf{g}_{r+1}}{\mathbf{p}_r \cdot \mathbf{g}_r} = \frac{\mathbf{g}_{r+1} \cdot \mathbf{g}_{r+1}}{\mathbf{g}_r \cdot \mathbf{g}_r}$$  \hspace{1cm} (B.21)  

and

$$\beta_r = \frac{\mathbf{g}_{r+1} \cdot (\mathbf{g}_{r+1} - \mathbf{g}_r)}{\mathbf{p}_r \cdot (\mathbf{g}_{r+1} - \mathbf{g}_r)}$$  \hspace{1cm} (B.22)

by (B.16) and (B.9).

Thus the method involves starting by searching along the direction of steepest descent, finding the minimum point along each direction and then calculating a new search direction from the new gradient and previous search direction $\mathbf{p}_{r+1} = -\mathbf{g}_{r+1} + \beta_r \mathbf{p}_r$ where $\beta_r = \beta^{(r)}_r$ is calculated from either of the expressions in (B.21, B.22) (which will differ for a general function) or from

$$\beta_r = \frac{\mathbf{g}_{r+1} \cdot (\mathbf{g}_{r+1} - \mathbf{g}_r)}{\mathbf{p}_r \cdot (\mathbf{g}_{r+1} - \mathbf{g}_r)}$$  \hspace{1cm} (B.23)

as suggested by Polak [189].

The minimum of the two-dimensional narrow valley, so problematic for the steepest descents method, is now found in just two steps by the conjugate gradients method (figure B.2).

---

**Figure B.2:** Conjugate gradients method – only two steps are required to find the minimum.
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